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#### Abstract

Unlike the single species gases, the transport coefficients such as Fick, Soret, Dufour coefficients arise in the hydrodynamic limit of multi-species gas mixtures. To the best of the authors' knowledge, no multi-component relaxational models is reported that produces all these values correctly. In this paper, we establish the existence of unique stationary mild solutions to the BGK models for gas mixtures which produces the correct Fick coefficients in the Navier-Stokes limit for inert gases [14], and for reactive gases [15] in a unified manner.


## 1. INTRODUCTION

The BGK model [7, 48] is a relaxation model of the original Boltzmann equation. It reproduces many crucial properties of the Boltzmann equation, such as conservation laws and H-theorem, at a much lower computational cost. But, the original BGK model has a well-known drawback. Since the viscosity and heat conductivity derived from the BGK model do not match with the Boltzmann data in the Navier-Stokes limit, it produces an incorrect Prandtl number, which is defined as the ratio between the viscosity and the thermal conductivity. In view of ensuring the reliability of theoretical analyzes and numerical simulations based on model equations, it is important to reproduce the correct transport coefficients. ES-BGK model [32, 2, 12, 13] and Shakov model [44] are the extended models of the original BGK model developed to overcome this drawback.

In the context of gas mixtures, extending the original BGK model is not straightforward. In the early stage of constructing the mixture BGK models, various models have been proposed by physicists $[20,21,22,23,30,39,45]$. All these models have the relaxation operators that consist of a sum of BGK-type operators, as in the case of the Boltzmann equation. None of these models, however, satisfy all the fundamental properties of the Boltzmann equation, such as conservation laws, H-theorem, state of equilibrium, indifferentiability, positivity of densities and temperatures. This was overcome by Andries, Aoki, and Perthame [1] by modeling the mixture BGK model using only a single relaxation operator per each species. It was the first mixture BGK model that was shown to satisfy all the above fundamental properties rigorously. Due to its consistency and simplicity, this model was widely employed by many researchers to derive mixture BGK models (1) that account for diverse physical scenarios $[8,9,10,15,25,26$, $27,28,33,40]$, or (2) that reproduce the right transport coefficients in the Navier-Stokes limit $[14,15,16,24,27,28,46]$. We also refer to a recent series of consistent BGKtype models [11, 29, 36], which readopted the initial approach, namely, the approach

[^0]that use both the inter-species and intra-species relaxation operators. Unlike the earlier works, all the three models were proved to satisfy the fundamental properties, including the conservation laws, H-theorem, state of equilibrium, and positivity of densities and temperatures.

Unlike the single species gases, the Navier-Stokes limits give rise to various transport coefficients such as the viscosity, the thermal conductivity, as well as the Fick, Soret, and Dufour coefficients. These coefficients are fundamentally related to how the mass, momentum, and energy fluxes of the fluid system depend on the gradients in density, momentum, or temperature. Specifically, the Fick coefficient is the coefficient associated with the gradient of the density in the mass flux, while the Soret coefficient corresponds to the gradient of the temperature in the mass flux, and the Dufour coefficient is related to the gradient of the density in the energy flux. As in the case of single species gases, reproducing the right transport coefficients is one of the main issues in modeling of kinetic equations for gas mixtures. However, to the best of the authors' knowledge, there is no BGK-type relaxation model for inert and reactive gas mixtures that reproduce all the transport coefficients completely. For inert gas mixtures, this particular issue was partially addressed in $[14,16,17,24,46]$. The model [14] gives the exact Fick and Newton coefficients. The model [16] recovers the exact Fourier and Newton coefficients. The model in [24] gives the correct Fick and Newton coefficients. In [46], the authors derived BGK-type models that reproduce the correct Fick, Newton, and Fourier coefficients, but only two species gases are covered.

For the reactive BGK models, the issue of the transport coefficients for gas mixtures was first treated in [15] by considering the mechanical collisions and reactive collisions separately. In [15], the authors suggested the BGK-type model where the total relaxation operators are given by the sum of the reactive operator of [25] and the inert BGK model presented in [14]. Since all transport coefficients depend only on the mechanical operator in the slow reaction regime, the model [15] reproduces the right Fick coefficient, similar to the inert BGK model [14].

In this paper, we consider the following two stationary problems of BGK models for gas mixtures designed to yield the correct Fick coefficients in the Navier-Stokes limit:

- BGK model for inert gas mixture [14]:

$$
\begin{equation*}
v_{1} \frac{\partial f_{i}}{\partial x}=\frac{\nu^{M}}{\tau}\left(\mathcal{M}_{i}-f_{i}\right) \quad(i=1, \ldots, N) \tag{1.1}
\end{equation*}
$$

subject to the boundary data:

$$
f_{i}(0, v)=f_{i, L}(v) \text { on } v_{1}>0, f_{i}(1, v)=f_{i, R}(v) \text { on } v_{1}<0,
$$

- BGK model for reactive gas mixture [15]:

$$
\begin{equation*}
v_{1} \frac{\partial f_{i}}{\partial x}=\frac{\nu^{M}}{\tau}\left(\mathcal{M}_{i}-f_{i}\right)+\frac{\nu_{i}^{C}}{\tau}\left(\mathcal{C}_{i}-f_{i}\right) \text { on }[0,1] \times \mathbb{R}^{3}, \quad(i=1, \ldots, 4) \tag{1.2}
\end{equation*}
$$

subject to the boundary data:

$$
f_{i}(0, v)=f_{i, L}(v) \text { on } v_{1}>0, f_{i}(1, v)=f_{i, R}(v) \text { on } v_{1}<0
$$

Note that, in (1.2), the number of species in the gases is restricted to 4 . The velocity distribution function $f_{i}(x, v)$ represents the number density of $i$ th molecule at the position $x \in[0,1]$ with velocity $v=\left(v_{1}, v_{2}, v_{3}\right) \in \mathbb{R}^{3}$ and $\tau$ is the Knudsen number defined by the
ratio of the mean free path and the characteristic length. The mechanical Maxwellian $\mathcal{M}_{i}$ is defined by

$$
\mathcal{M}_{i}=\frac{n^{(i)}}{\left(2 \pi k T^{*} / m_{i}\right)^{3 / 2}} \exp \left(-\frac{m_{i}\left|v-U_{i}\right|^{2}}{2 k T^{*}}\right)
$$

and the chemical Maxwellian $\mathcal{C}_{i}$ reads as

$$
\mathcal{C}_{i}=\frac{\tilde{n}_{i}}{\left(2 \pi k \tilde{T} / m_{i}\right)^{3 / 2}} \exp \left(-\frac{m_{i}|v-\tilde{U}|^{2}}{2 k \tilde{T}}\right)
$$

where $k$ is the Boltzmann constant.
Here, $m_{i}$ represents the mass for each species $i$ and the parameters in the two Maxwellians $\mathcal{M}_{i}$ and $\mathcal{C}_{i}$ are defined in the following manner. (In the following, $N$ is an arbitrary positive integer for (1.1), but restricted to $N=4$ for (1.2) )

First, we define the traditional macroscopic quantities:
(a) Single component macroscopic fields:

$$
\begin{aligned}
\rho^{(i)} & :=m_{i} n^{(i)}:=m_{i} \int_{\mathbb{R}^{3}} f_{i} d v, \\
\rho^{(i)} U^{(i)} & :=m_{i} \int_{\mathbb{R}^{3}} v f_{i} d v, \\
3 k \rho^{(i)} T^{(i)} & :=m_{i}^{2} \int_{\mathbb{R}^{3}}\left|v-U^{(i)}\right|^{2} f_{i} d v .
\end{aligned}
$$

(b) Global macroscopic fields:

$$
\begin{aligned}
& n=\sum_{i=1}^{N} n^{(i)}, \quad \rho=\sum_{i=1}^{N} \rho^{(i)}, \quad U=\frac{1}{\rho} \sum_{i=1}^{N} \rho^{(i)} U^{(i)} \\
& n k T=\sum_{i=1}^{N} n^{(i)} k T^{(i)}+\frac{1}{3} \sum_{i=1}^{N} \rho^{(i)}\left(\left|U^{(i)}\right|^{2}-|U|^{2}\right)
\end{aligned}
$$

Then, in order to define the parameters $U_{i}$ and $T^{*}$ in the mechanical Maxwellian $\mathcal{M}_{i}$, we consider the mass flux for $i$ th species $\mathbf{J}_{i}$ which can be obtained from the Boltzmann equation using the Chapman-Enskog approach:

$$
\mathbf{J}_{i}=\sum_{j=1}^{N} L_{i j} \nabla\left(\frac{-\mu_{j}}{T}\right)+L_{i, N+1} \nabla\left(\frac{1}{T}\right)
$$

where $\mu_{i}$ is the chemical potential of the species $i$ in the mixture:

$$
\frac{\mu_{i}}{T}=-k\left(\ln \left(n^{(i)}\right)-\frac{3}{2} \ln \left(\frac{2 \pi k T}{m_{i}}\right)\right)
$$

Or equivalently, the mass flux can be written by using the phenomenological point of view as

$$
\mathbf{J}_{i}=\sum_{j=1}^{N} D_{i j} \nabla n^{(j)}+D_{i, N+1} \nabla T
$$

where $D_{i j}$ and $D_{i, N+1}$ are called the Fick and Soret coefficients, respectively, which can be measured from experiments. We mention that the matrix $L=\left(L_{i j}\right)$ is symmetric
and non-positive (so-called Onsager relation ([14])) and there is the trivial one-to-one correspondence between $L_{i j}$ and $D_{i j}$. The link between these two formulations has been shown by Kurochkin, Makarenko, and Tirskii ([37]). The Fick coefficients can be written as

$$
D_{i j}=-\frac{n k_{B} L_{i j}}{n_{i} n_{j}}
$$

With these right transport coefficient $L_{i j}$ (or the Fick coefficient $D_{i j}$ ), we define the non-positive symmetric matrix $L^{*}$ whose elements are given by

$$
\begin{equation*}
L_{i j}^{*}=\frac{L_{i j}}{\sqrt{\rho_{i} \rho_{j}} T} \tag{1.3}
\end{equation*}
$$

The matrix $L^{*}$ is always diagonalizable with an orthogonal matrix $W$ (see Lemma 5 in [14]):

$$
L^{*}=W^{T} K^{*} W
$$

Let $k_{r}^{*}$ be the diagonal components of $K^{*}$. Then, up to some permutation, we have $k_{r}^{*}$ being nonzero for $r=1, \ldots, N-1$ but zero for $r=N$. We set

$$
\lambda_{r}=-k_{r}^{*-1} \text { for } r=1, \ldots, N \quad \text { and } \lambda_{N}=0
$$

Using this, we define $U_{i}$ and $T^{*}$ as below:

$$
\begin{aligned}
\underline{\mathrm{U}}:=\left(U_{1}, \ldots, U_{N}\right)^{T} & :=\mathbf{U}+\mathbf{N}^{-1} W^{T}\left(I-\frac{1}{\nu^{M}} \Delta\right) W \mathbf{N}(\overline{\mathbf{U}}-\mathbf{U}), \\
T^{*} & :=T-\frac{1}{3 n k}\left\|W^{T}\left(I-\frac{1}{\nu^{M}} \Delta\right) W \mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\right\|_{2}^{2}
\end{aligned}
$$

where $\mathbf{U}=(U, \ldots, U)^{T}, \overline{\mathbf{U}}=\left(U^{(1)}, \ldots, U^{(N)}\right)^{T}, \mathbf{N}=\operatorname{diag}\left(\sqrt{\rho_{1}}, \ldots, \sqrt{\rho_{N}}\right)$, and $\Delta=$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right)$. This definition of $\mathcal{M}_{i}$ gives that the model reproduces the right Fick coefficients through the Chapman-Enskog expansion [14].

Then, the parameters $\tilde{n}_{i}, \tilde{U}$, and $\tilde{T}$ of the reactive Maxwellian $\mathcal{C}_{i}$ are defined through the following procedure. First, we define $\tilde{n}_{1}$ as the unique root of the equation:

$$
\begin{equation*}
\frac{\nu_{3}^{C} \nu_{4}^{C}}{\nu_{1}^{C} \nu_{2}^{C}} \frac{\nu_{1}^{C} \tilde{n}_{1}\left[\nu_{2}^{C} n^{(2)}+\nu_{1}^{C}\left(\tilde{n}_{1}-n^{(1)}\right)\right]}{\left[\nu_{3}^{C} n^{(3)}-\nu_{1}^{C}\left(\tilde{n}_{1}-n^{(1)}\right)\right]\left[\nu_{4}^{C} n^{4}-\nu_{1}^{C}\left(\tilde{n}_{1}-n^{(1)}\right)\right]} \exp \left(-\frac{\Delta E}{k F\left(\tilde{n}_{1}\right)}\right)=\left(\frac{\mu^{12}}{\mu^{34}}\right)^{\frac{3}{2}} \tag{1.4}
\end{equation*}
$$

where $F$ is given by

$$
F(y):=\frac{\sum_{i=1}^{4} \nu_{i}^{C} n^{(i)}\left[\frac{1}{2} m_{i}\left(\left|U^{(i)}\right|^{2}-|\tilde{U}|^{2}\right)+\frac{3}{2} k T^{(i)}\right]+\Delta E \nu_{1}^{C}\left(y-n^{(1)}\right)}{\frac{3}{2} k \sum_{i=1}^{4} \nu_{i}^{C} n^{(i)}}
$$

and $\Delta E$ represents the energy threshold for chemical reactions. We mention that the solution $\tilde{n}_{1}$ was sought under the following constraints [25]:

$$
\begin{gathered}
\tilde{n}_{1}>0, \quad \tilde{n}_{1}>n^{(1)}-\frac{\nu_{2}^{C}}{\nu_{1}^{C}} n^{(2)}, \quad \tilde{n}_{1}<n^{(1)}+\frac{\nu_{3}^{C}}{\nu_{1}^{C}} n^{(3)}, \quad \tilde{n}_{1}<n^{(1)}+\frac{\nu_{4}^{C}}{\nu_{1}^{C}} n^{(4)} \\
\tilde{n}_{1}>n^{(1)}-\frac{1}{\nu_{1}^{C}} \frac{1}{\Delta E} \sum_{i=1}^{4} \nu_{i}^{C} n^{(i)}\left[\frac{1}{2} m_{i}\left(\left|U^{(i)}-\tilde{U}\right|^{2}\right)+\frac{3}{2} k T^{(i)}\right]
\end{gathered}
$$

Since the left-hand-side of (1.4) is a strictly increasing function of $\tilde{n}^{1}$ with its range $(0, \infty)$, the root of (1.4) always exists uniquely (see [25]). With such $\tilde{n}_{1}$, we define $\tilde{U}, \tilde{n}_{2}, \tilde{n}_{3}, \tilde{n}_{4}$ and $\tilde{T}$ through the following relations:

$$
\begin{aligned}
\tilde{n}_{i} & :=n^{(i)}+\lambda_{i} \frac{\nu_{1}^{C}}{\nu_{i}^{C}}\left(\tilde{n}_{1}-n^{(1)}\right), \quad i=2,3,4, \\
\tilde{U} & :=\sum_{i=1}^{4} \nu_{i}^{C} m_{i} n^{(i)} U^{(i)} / \sum_{i=1}^{4} \nu_{i}^{C} m_{i} n^{(i)}, \\
\tilde{T} & :=F\left(\tilde{n}_{1}\right) .
\end{aligned}
$$

Finally, the mechanical collision frequency $\nu^{M}$ and the chemical collision frequency $\nu_{i}^{C}$ are defined by

$$
\begin{aligned}
\nu^{M} & =\max \left(\frac{n k T}{\eta}, \max \lambda_{r}\right), \\
\nu_{1}^{C} & =\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T}\right) n^{(2)}, \quad \nu_{2}^{C}=\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T}\right) n^{(1)}, \\
\nu_{3}^{C} & =\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T}\right)\left(\frac{\mu_{12}}{\mu_{34}}\right) \exp \left(\frac{\Delta E}{k T}\right) n^{(4)}, \\
\nu_{4}^{C} & =\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T}\right)\left(\frac{\mu_{12}}{\mu_{34}}\right) \exp \left(\frac{\Delta E}{k T}\right) n^{(3)},
\end{aligned}
$$

where $\eta$ is the shear viscosity and $\nu_{12}^{34}$ is the microscopic chemical collision frequency. In this work, we assume that $\eta$ is a positive continuous function of macroscopic densities and temperatures and $\nu_{12}^{34}$ is a fixed constant.

We note that although they may seem excessively simplified, boundary value problems of gas in a slab facilitate the introduction of diverse flow regimes encountered in rarefied gas dynamics [19], and are crucial in the analytical study of the Knudsen layer [43].

We check the literature on the existence theory of BGK models. We start with a review of BGK models for single-species gases. For the original BGK model, the existence of weak solutions was obtained in [41]. The result [42] showed the uniqueness and existence of mild solutions in a weighted $L^{\infty}$ space. The author of [53] proved the existence of $L^{p}$ solutions. The solutions near equilibrium was studied in [49]. Recently, large amplitude problem of the BGK models was considered in [5]. For results on the ES-BGK model, we refer to $[50,51,52]$. The results on the Shakhov model can be found in $[3,38]$. The stationary problem of BGK models in a slab can be found in [6, 18, 47]. Then, we also review a few existence results of the BGK models for gas mixtures. The existence of a unique mild solutions in a weighted $L^{\infty}$ space to the models $[1,36]$ were established in [35]. The classical solution of the model [36] near global equilibrium was studied in [4]. Recently, in [34], the existence of stationary BGK models for chemical reacting gases $[26,25]$ was proved. The result of [34] also covers the inert mixture BGK model [1].

To the best of our knowledge, there is no existence theory of BGK models for inert or reactive gas mixtures that reproduce the correct Fick coefficients, which is the main motivation of the current paper. The main line of the proof of the current paper is based on the argument developed in [34]. However, the auxiliary parameters have the complicated structures involving $W^{T} \Delta W$. The matrix $W^{T} \Delta W$ arises to reproduce the correct

Fick coefficients. Due to such complicated structure, several novel difficulties arise. For example, it is quite tricky to get Lipschitz continuity of the auxiliary parameters. For this, we rewrite $W^{T} \Delta W$ as a rational function of each components of $L^{*}$. Then, we show that the denominator of the rational function is a multiplication of non-zero eigenvalues of $L^{*}$. This reformulation, together with restricting their domain to a compact set, yields the desired Lipschitz continuity of the auxiliary parameters.

We remark that the two models treated in this paper give incorrect Soret and Dufour coefficients. In [14], the authors mention that the model (1.1) gives zero cross kinetic coefficients. And so does the model (1.2), because the two models share the same mechanical operator, as pointed out in [15].

The paper is organized as follows: In section 2, we define some notations used throughout this paper and present our main result. In Section 3, we define our solution space and estimate the macroscopic parameters on the space. Section 4 is devoted to proving that our solution operator maps the solution space into itself. Finally, in Section 5, we show that our solution map is contractive on the solution map, which completes the our main result.

## 2. Main result

In this section, we present our main result. We first need to introduce notations and norms and set conventions:

- Every constant denoted by $C$ will be generically defined. The values of $C$ may differ line by line but are computable in principle.
- We use $C_{a, b, \ldots}$ to denote a positive constant depending on $a, b, \cdots$. However, we fix $C_{\ell, u}$ to denote constants depending only on quanitities in (2.1),(2.2), and (2.3).
- We define the norm $\|\cdot\|_{L_{2}^{1}}$ by

$$
\|f\|_{L_{2}^{1}}=\int_{\mathbb{R}^{3}}|f(x, v)|\left(1+|v|^{2}\right) d v
$$

- For an arbitrary $m \times n$ matrix $A$, we define

$$
\|A\|_{F}:=\left(\sum_{i=1}^{m} \sum_{j=1}^{n}\left(a_{i j}\right)^{2}\right)^{1 / 2}, \quad\|A\|_{2}:=\sup \left\{\|A x\|_{2} \mid\|x\|_{2}=1, x \in \mathbb{R}^{n}\right\}
$$

- Throughout this paper, we use the abbreviate notation:

$$
f_{i, L R}=f_{i, L} 1_{v_{1}>0}+f_{i, R} 1_{v_{1}<0}
$$

- We define the following quantities for brevity $(i=1, \ldots, N)$

$$
\begin{align*}
& a_{i, u}=2 \int_{\mathbb{R}^{3}} f_{i, L R} d v, \quad c_{i, u}=2 \int_{\mathbb{R}^{3}} f_{i, L R}|v|^{2} d v \\
& a_{i, s}=\int_{\mathbb{R}^{3}} \frac{1}{\left|v_{1}\right|} f_{i, L R} d v, \quad c_{i, s}=\int_{\mathbb{R}^{3}} \frac{1}{\left|v_{1}\right|} f_{i, L R}|v|^{2} d v . \tag{2.1}
\end{align*}
$$

- We define

$$
\begin{align*}
& a_{i, l}=\frac{1}{8} a_{i, u}, \quad c_{i, l}=\frac{1}{8} c_{i, u}  \tag{2.2}\\
& a_{u}=\max _{i}\left\{a_{i, u}\right\}, \quad a_{l}=\min _{i}\left\{a_{i, l}\right\}, \quad c_{u}=\max _{i}\left\{c_{i, u}\right\}, c_{l}=\min _{i}\left\{c_{i, l}\right\} .
\end{align*}
$$

- We also define the following quantity which will serve as a lower bound for the temperature:

$$
\begin{equation*}
\gamma_{i, l}=\frac{1}{16}\left(\int_{v_{1}>0} f_{i, L}\left|v_{1}\right| d v\right)\left(\int_{v_{1}<0} f_{i, R}\left|v_{1}\right| d v\right), \gamma_{l}=\min _{i}\left\{\gamma_{i, l}\right\} \tag{2.3}
\end{equation*}
$$

We now define our mild solutions to (1.2):
Definition 2.1. A pair of functions $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in\left(L^{\infty}\left([0,1]_{x} ; L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)\right)\right)^{4}$ is said to be a mild solution for (1.2) if $f_{i}$ satisfies the following equations: for each $i=1,2,3,4$

$$
\begin{aligned}
& f_{i}(x, v) \\
& =\left(e^{-\frac{1}{\tau\left|v_{i}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}>0} \\
& \quad+\left(e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{y} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}<0}
\end{aligned}
$$

where we used the notation $\bar{\nu}_{i}=\nu^{M}+\nu_{i}^{C}$.
Now we are ready to state our main result.
Theorem 2.2. Assume the inflow data $f_{i, L R}$ satisfies

$$
f_{i, L R}, \frac{1}{\left|v_{1}\right|} f_{i, L R} \in L_{2}^{1}\left(\mathbb{R}^{3}\right)
$$

and

$$
\int_{\mathbb{R}^{2}} f_{i, L} v_{j} d v_{2} d v_{3}=\int_{\mathbb{R}^{2}} f_{i, R} v_{j} d v_{2} d v_{3}=0
$$

for $j=2,3$. Then there exists a constant $L>0$, depending only on the constants defined in (2.1), (2.2), and (2.3), such that if $\tau>L$, then there exists unique mild solution $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$ for (1.2) satisfying

$$
a_{i, l} \leq \int_{\mathbb{R}^{3}} f_{i}(x, v) d v \leq a_{i, u}, \quad c_{i, l} \leq \int_{\mathbb{R}^{3}}|v|^{2} f_{i}(x, v) d v \leq c_{i, u}
$$

and

$$
\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)\left(\int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v\right)-\left(\int_{\mathbb{R}^{3}} v_{1} f_{i} d v\right)^{2} \geq \gamma_{l}
$$

Remark 2.3. In this result, there are no restrictions on the microscopic chemical collision frequencies $\nu_{12}^{34}$. The model (1.2) can be reduced to the one presented in [14] by setting $\nu_{12}^{34}=0$. Thus, our result implies the existence of the solution to the boundary value problem for the stationary BGK model of an inert gas mixture [14] with four gas species, and the analysis in the setting $\nu_{12}^{34}=0$ can be trivially extended to the case for an arbitrary number of gas species.

In the proof, the assumption that the Knudsen number $\tau$ is sufficiently large is used to show the contractivity of the solution operator in the Banach fixed point framework. Developing an analytical argument valid for small $\tau$ is left for future work, which is physically relevant since in the BGK model, the distribution function does not deviate too far from a Maxwellian. Another interesting future direction is to set the matrix $L^{*}$ to be $\tau$-dependent and consistent with the fact that diffusion and velocity disappear in the Euler limit.

## 3. Fixed point Set-up

In this section, we define our solution space by

$$
\Omega=\left\{F=\left(f_{1}, \ldots, f_{4}\right) \in\left(L^{\infty}\left([0,1]_{x} ; L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)\right)\right)^{4} \mid F \text { satisfies }(\mathcal{A}),(\mathcal{B}),(\mathcal{C})\right\}
$$

with the metric $d(F, G)=\sum_{i=1}^{4} \sup _{x \in[0,1]}\left\|f_{i}-g_{i}\right\|_{L_{2}^{1}}$, where $(\mathcal{A}),(\mathcal{B})$, and $(\mathcal{C})$ denote

- $(\mathcal{A}) f_{i}$ are non-negative,
- $(\mathcal{B})$ The macroscopic quantities satisfy the followings:

$$
a_{i, l} \leq \int_{\mathbb{R}^{3}} f_{i}(x, v) d v \leq a_{i, u}, \quad c_{i, l} \leq \int_{\mathbb{R}^{3}}|v|^{2} f_{i}(x, v) d v \leq c_{i, u}
$$

- $(\mathcal{C})$ The following lower bounds hold:

$$
\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)\left(\int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v\right)-\left(\int_{\mathbb{R}^{3}} v f_{i} d v\right)^{2} \geq \gamma_{l}
$$

Consequently, we define our solution map $\Phi: \Omega \rightarrow \Phi(\Omega)$ by $\Phi(F)=\left(\phi_{1}, \ldots, \phi_{4}\right)$. Here, $\phi_{i}$ is defined as follows :

$$
\begin{aligned}
\phi_{i}(x, v) & =\left(e^{-\frac{1}{\tau\left|v_{i}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}>0} \\
& +\left(e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{y} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}<0}
\end{aligned}
$$

For simplicity, we denote $\phi_{i}=\phi_{i}^{+}+\phi_{i}^{-}$by
$\phi_{i}^{+}(x, v)=\left(e^{-\frac{1}{\tau\left|v_{i}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}>0}$,
$\phi_{i}^{-}(x, v)=\left(e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v)+\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{y} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y\right) 1_{v_{1}<0}$.
We note that a fixed point of the solution map is the mild solution to (1.2). In the following sections, we will show that the solution operator $\Phi$ has a unique fixed point in $\Omega$ by using the Banach fixed point argument. For this, we show (1) $\Phi(\Omega)=\Omega$ and (2) $\Phi$ is contractive on $\Omega$. Before proving it, we first estimate the macroscopic parameters and the auxiliary parameters of the velocity distributions $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \Omega$.
3.1. Actual single component parameters and global parameters. We recall some elementary estimates of the actual macroscopic parameters.

Lemma 3.1 ( $[6,34])$. For $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \Omega$, the single component parameters satisfy the following inequalities:

$$
\left|U^{(i)}\right| \leq \frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}
$$

and

$$
\frac{m_{i} \gamma_{l}}{3 k a_{i, u}^{2}} \leq T^{(i)} \leq \frac{m_{i} c_{i, u}}{3 k a_{i, l}}
$$

Proof. For $\left|U^{(i)}\right|$, we have

$$
\left|U^{(i)}\right|=\frac{\left|\rho^{(i)} U^{(i)}\right|}{\rho^{(i)}}=\frac{\left|\int_{\mathbb{R}^{3}} v f_{1} d v\right|}{\int_{\mathbb{R}^{3}} f_{i} d v} .
$$

Here, the Young's inequality gives

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{3}} v f_{i} d v\right| & \leq \frac{\int_{\mathbb{R}^{3}} f_{i} d v+\int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v}{2} \\
& \leq \frac{a_{i, u}+c_{i, u}}{2}
\end{aligned}
$$

which implies

$$
\left|U^{(i)}\right| \leq \frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}
$$

For $T^{(i)}$, we obtain

$$
\begin{aligned}
T^{(i)} & =\frac{\left(3 k n^{(i)} T^{(i)}+\rho^{(i)}\left|U^{(i)}\right|^{2}\right)-\left|\rho^{(i)} U^{(i)}\right|^{2}\left(\rho^{(i)}\right)^{-1}}{3 k n^{(i)}} \\
& =\frac{m_{i} \int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v-m_{i}\left|\int_{\mathbb{R}^{3}} v f_{i} d v\right|^{2} \mid\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)^{-1}}{3 k \int_{\mathbb{R}^{3}} f_{i} d v}
\end{aligned}
$$

For the lower bound, we have

$$
T^{(i)}=\frac{m_{i}\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)\left(\int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v\right)-m_{i}\left|\int_{\mathbb{R}^{3}} v f_{i} d v\right|^{2}}{3 k\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)^{2}} \geq \frac{m_{i} \gamma_{l}}{3 k a_{i, u}^{2}} .
$$

Finally, the upper bound is obtained as follows:

$$
T^{(i)}=\frac{m_{i} \int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v-m_{i}\left|\int_{\mathbb{R}^{3}} v f_{i} d v\right|^{2} \mid\left(\int_{\mathbb{R}^{3}} f_{i} d v\right)^{-1}}{3 k \int_{\mathbb{R}^{3}} f_{i} d v} \leq \frac{m_{i} \int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v}{3 k \int_{\mathbb{R}^{3}} f_{i} d v} \leq \frac{m_{i} c_{i, u}}{3 k a_{i, l}}
$$

Then, we also obtain some estimates of the global macroscopic parameters.
Lemma $3.2([6,34])$. For $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \Omega$, the global macroscopic parameters $U$ and $T$ satisfy

$$
|U| \leq \max _{1 \leq i \leq 4}\left\{\frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}\right\}
$$

and

$$
\min _{1 \leq i \leq 4}\left\{\frac{m_{i} \gamma_{l}}{3 k a_{i, u}^{2}}\right\} \leq T \leq \frac{c_{u}}{12 k a_{l}} \sum_{i=1}^{4} m_{i}
$$

We will denote this lower bound as $T_{l}$ and this upper bound as $T_{u}$.
Proof. For the bound of $U$, we have

$$
|U| \leq \frac{1}{\rho} \sum_{i=1}^{4} \rho^{(i)}\left|U^{(i)}\right| \leq \max _{1 \leq i \leq 4}\left|U^{(i)}\right| \leq \max _{1 \leq i \leq 4}\left\{\frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}\right\}
$$

For the lower bound of $T$, we observe

$$
\sum_{i=1}^{4} \rho^{(i)}\left(\left|U^{(i)}\right|^{2}-|U|^{2}\right)=\sum_{i=1}^{4} \rho^{(i)}\left(\left|U^{(i)}-U\right|^{2}\right) \geq 0
$$

which implies

$$
T \geq \sum_{i=1}^{4} \frac{n^{(i)}}{n} T^{(i)} \geq \min _{1 \leq i \leq 4} T^{(i)} \geq \min _{1 \leq i \leq 4}\left\{\frac{m_{i} \gamma_{l}}{3 k a_{i, u}^{2}}\right\}
$$

The upper bound of $T$ is obtained by

$$
T \leq \sum_{i=1}^{4} \frac{n^{(i)}}{n} T^{(i)}+\frac{1}{3 n k} \sum_{i=1}^{4} \rho^{(i)}\left|U^{(i)}\right|^{2}=\frac{1}{3 n k} \sum_{i=1}^{4} m_{i} \int_{\mathbb{R}^{3}}|v|^{2} f_{i} d v \leq \frac{c_{u}}{12 k a_{l}} \sum_{i=1}^{4} m_{i}
$$

3.2. Auxiliary parameters for mechanical and reactive Maxwellians. Using the previous lemmas for the actual parameters, we estimate the auxiliary parameters for mechanical and reactive Maxwellians.
Lemma 3.3. For $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \Omega$, the auxiliary velocity $\underline{U}$ of the Mechanical Maxwellian $\mathcal{M}_{i}$ satisfies the following inequality:

$$
\|\underline{U}\|_{2} \leq C \max _{i}\left\{\frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}\right\}
$$

Proof. By the definition of $\underline{U}$, we easily have

$$
\begin{aligned}
\|\underline{\mathrm{U}}\|_{2} & \leq\|\mathbf{U}\|_{2}+\left\|\mathbf{N}^{-1} W^{T}\left(I-\frac{1}{\nu^{M}} \Delta\right) W \mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\right\|_{2} \\
& \leq\|\mathbf{U}\|_{2}+\max \left|1-\frac{\lambda_{r}}{\nu^{M}}\right|\|\overline{\mathbf{U}}-\mathbf{U}\|_{2} \\
& \leq C \max _{i}\left\{\frac{a_{i, u}+c_{i, u}}{2 a_{i, l}}\right\} .
\end{aligned}
$$

Lemma 3.4. For $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right) \in \Omega$, the auxiliary temperature $T^{*}$ of the Mechanical Maxwellian $\mathcal{M}_{i}$ satisfies the following inequality:

$$
T_{l} \leq T^{*} \leq T_{u}
$$

where $T_{l}$ and $T_{u}$ are given in Lemma 3.2.
Proof. The upper bound is trivial by the definition of $T^{*}$ :

$$
T^{*} \leq T \leq T_{u}
$$

Using the orthogonality of $W$, we get

$$
\begin{aligned}
T^{*} & =T-\frac{1}{3 n k}\left\|W^{T}\left(I-\frac{1}{\nu^{M}} \Delta\right) W \mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\right\|_{2}^{2} \\
& \geq T-\frac{1}{3 n k} \max \left(1-\frac{\lambda_{r}}{\nu^{M}}\right)^{2}\|\mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\|_{2}^{2} \\
& \geq T-\frac{1}{3 n k}\left(1-\frac{\min \lambda_{r}}{\nu^{M}}\right)^{2}\|\mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\|_{2}^{2}
\end{aligned}
$$

By the definition of $\nu^{M}$, we know $\nu^{M}>\max \lambda_{r}$ so that

$$
T^{*} \geq T-\frac{1}{3 n k}\|\mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\|_{2}^{2} \geq T-\frac{1}{3 n k}\|\mathbf{N}(\overline{\mathbf{U}}-\mathbf{U})\|_{F}^{2}
$$

where we used the fact $\|\cdot\|_{2} \leq\|\cdot\|_{F}$. We recall $\mathbf{N}=\operatorname{diag}\left(\sqrt{\rho_{1}}, \ldots, \sqrt{\rho_{4}}\right)$ to obtain

$$
\begin{aligned}
T^{*} & \geq T-\frac{1}{3 n k} \sum_{i=1}^{4} \rho^{(i)}\left|U^{(i)}-U\right|^{2} \\
& =\sum_{i=1}^{4} n^{(i)} T^{(i)} / n \\
& \geq T_{l}
\end{aligned}
$$

Corresponding estimations for the auxiliary parameters $\tilde{n}_{i}, \tilde{U}$, and $\tilde{U}$ in the reactive Maxwellian $\mathcal{C}_{i}$ can be found in [34]. We recall the following lemma.

Lemma 3.5 ([34]). There exist positive lower and upper bounds for $\tilde{n_{i}}, \tilde{T}$ and upper bound for $\tilde{U}$ depending only on the quantities given in (2.1), (2.2), and (2.3). Additionally, the value of $\nu^{M}$ is bounded below and above by some positive values depending only on the quantities given in (2.1), (2.2), and (2.3).

To simplify the presentation, we denote the lower and upper bounds for $\tilde{n_{i}}, \tilde{T}$ as $\tilde{n_{i \ell}}$, $\tilde{n}_{i u}, \tilde{T}_{\ell}$, and $\tilde{T}_{u}$, respectively, and the upper bound for $\tilde{U}$ as $\tilde{U}_{u}$. Similarly, we represent the lower and upper bounds for $\nu^{M}$ as $\nu_{\ell}^{M}$ and $\nu_{u}^{M}$, respectively. These notations will be used consistently throughout the rest of the paper.
3.3. Collision frequencies. We note that the collision frequency $\nu^{M}$ consists of $\lambda_{r}$ and $\nu$. Here, the values $\lambda_{r}$ are the inverses of the eigenvalues of $L^{*}$. To estimate them, we introduce the following lemma on eigenvalues of symmetric matrices.
Lemma 3.6. (Hoffman and Wielandt [31]) For every symmetric matrix $A$, let $\eta_{r}(A)$ be $r$-th largest eigenvalue of $A$. Then the following Lipschitz continuity holds:

$$
\left|\eta_{r}(A)-\eta_{r}(B)\right| \leq\|A-B\|_{F} .
$$

From Lemma 3.6, we have the following estimates for $\lambda_{r}$.
Lemma 3.7. There exist positive lower and upper bounds for $\lambda_{r}$ depending only on the quantities given in (2.1), (2.2), and (2.3).
Proof. Since $L^{*}$ is continuous with respect to the macroscopic parameters, Lemma 3.6 implies that $\lambda_{r}$ is also continuous with respect to the macroscopic parameters with range $(0, \infty)$. By the assumption, $a_{l} \leq n^{(i)} \leq a_{u}$, and Lemma 3.1, we have the desired result.

We also denote such lower bound and upper bound as $\lambda_{m}$ and $\lambda_{M}$, respectively.
Lemma 3.8. The shear viscosity $\eta$ is bounded below and above by positive constants depending only on the quantities given in (2.1), (2.2) and (2.3).

Proof. We recall that in this paper $\eta$ is assumed to be a positive continuous function of macroscopic densities and temperature. Thus, the same argument used in Lemma 3.7 gives the desired result.
We denote such lower bound and upper bound as $\eta_{m}$ and $\eta_{M}$, respectively. We then have a positve lower bound and a positve upper bound of collision frequency $\nu^{M}$.
Lemma 3.9. The relaxation coefficient $\nu^{M}$ satisfies the following inequality:

$$
\nu_{m}^{M} \leq \nu^{M} \leq \nu_{M}^{M}
$$

where we used

$$
\nu_{m}^{M}=\frac{4 a_{l} k T_{l}}{\eta_{M}}, \quad \text { and } \quad \nu_{M}^{M}=\max \left(\frac{4 a_{u} k T_{u}}{\eta_{m}}, \lambda_{M}\right)
$$

For the chemical collision frequency $\nu_{i}^{C}$, it also holds that

$$
\nu_{m}^{C} \leq \nu_{i}^{C} \leq \nu_{M}^{C}
$$

where we used

$$
\begin{aligned}
\nu_{m}^{C} & =\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T_{u}}\right) \min \left\{1,\left(\frac{\mu_{12}}{\mu_{34}}\right) \exp \left(\frac{\Delta E}{k T_{u}}\right) a_{l}\right\} \\
\nu_{M}^{C} & =\nu_{12}^{34} \frac{2}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}, \frac{\Delta E}{k T_{l}}\right) \max \left\{1,\left(\frac{\mu_{12}}{\mu_{34}}\right) \exp \left(\frac{\Delta E}{k T_{l}}\right) a_{u}\right\}
\end{aligned}
$$

Proof. By Lemma 3.2, 3.7, and 3.8, we have for

$$
\frac{4 a_{l} k T_{l}}{\eta_{M}} \leq \nu^{M}:=\max \left(\frac{n k T}{\eta}, \max \lambda_{r}\right) \leq \max \left(\frac{4 a_{u} k T_{u}}{\eta_{m}}, \lambda_{M}\right)
$$

We can also obtain the desired inequality for $\nu_{i}^{C}$ directly from Lemma 3.2.

## 4. $\Phi$ MAPS $\Omega$ INTO ITSELF

In this section, we show that for any $F \in \Omega, \Phi(F)$ satisfies the conditions $(\mathcal{A}),(\mathcal{B})$ and $(\mathcal{C})$.

Lemma 4.1. Let $F \in \Omega$. it holds that

$$
\phi_{i} \geq 0
$$

Thus, $\Phi(F)$ satisfies $(\mathcal{A})$.

Proof. By Lemma 3.3 and 3.4, we have

$$
\begin{aligned}
\mathcal{M}_{i} & =n^{(i)}\left(\frac{m_{i}}{2 \pi k T^{*}}\right)^{3 / 2} \exp \left(-\frac{m_{i}\left|v-U_{i}\right|^{2}}{2 k T^{*}}\right) \\
& \geq a_{i, l}\left(\frac{m_{i}}{2 \pi k T_{u}}\right)^{3 / 2} \exp \left(-\frac{m_{i}\left|v-U_{i}\right|^{2}}{2 k T^{*}}\right)
\end{aligned}
$$

$$
>0
$$

Similarly, by Lemma 3.5, we also have

$$
\begin{aligned}
\mathcal{C}_{i} & =n^{(i)}\left(\frac{m_{i}}{2 \pi k \tilde{T}}\right)^{3 / 2} \exp \left(-\frac{m_{i}|v-\tilde{U}|^{2}}{2 k \tilde{T}}\right) \\
& \geq a_{i, l}\left(\frac{m_{i}}{2 \pi k \tilde{T}_{u}}\right)^{3 / 2} \exp \left(-\frac{m_{i}|v-\tilde{U}|^{2}}{2 k \tilde{T}}\right) \\
& >0
\end{aligned}
$$

Hence, we have

$$
\phi_{i} \geq e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v) 1_{v_{1}>0}+e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v) 1_{v_{1}<0} \geq 0 .
$$

Lemma 4.2. Let $F \in \Omega$. We have

$$
\mathcal{M}_{i}\left(1+|v|^{2}\right), \mathcal{C}_{i}\left(1+|v|^{2}\right) \leq C_{\ell, u} \exp \left(-C_{\ell, u}|v|^{2}\right)
$$

Proof. By Lemma 3.3 and 3.4, we have

$$
\begin{aligned}
\mathcal{M}_{i} & =n^{(i)}\left(\frac{m_{i}}{2 k \pi T^{*}}\right)^{3 / 2} \exp \left(-\frac{m_{i}\left|v-U_{i}\right|^{2}}{2 k T^{*}}\right) \\
& \leq C_{\ell, u} \exp \left(\frac{-m_{i}\left|v-U_{i}\right|^{2}}{2 k T^{*}}\right) \\
& \leq C_{\ell, u} \exp \left(\frac{m_{i}\left|U_{i}\right|^{2}}{2 k T^{*}}\right) \exp \left(\frac{-m_{i}|v|^{2}}{4 k T^{*}}\right) \\
& \leq C_{\ell, u} \exp \left(-C_{\ell, u}|v|^{2}\right)
\end{aligned}
$$

For $|v|^{2} \mathcal{M}_{i}$, we know

$$
\begin{aligned}
|v|^{2} \mathcal{M}_{i} & \leq C_{\ell, u} \exp \left(-C_{\ell, u}|v|^{2}\right)|v|^{2} \\
& \leq C_{\ell, u} \exp \left(-C_{\ell, u}|v|^{2}\right)
\end{aligned}
$$

where we use $x^{2} e^{-x^{2}}<C$ for some $C>0$. The proof for $\mathcal{C}_{i}$ is similar. We omit it.
Lemma 4.3. For $f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$, if $\tau$ is sufficiently large, then we have

$$
\int_{v_{1}>0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v)\left(\begin{array}{c}
1 \\
\left|v_{1}\right| \\
|v|^{2}
\end{array}\right) d v \geq \frac{1}{4} \int_{v_{1}>0} f_{i, L}(v)\left(\begin{array}{c}
1 \\
\left|v_{1}\right| \\
|v|^{2}
\end{array}\right) d v
$$

and

$$
\int_{v_{1}<0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v)\left(\begin{array}{c}
1 \\
\left|v_{1}\right| \\
|v|^{2}
\end{array}\right) d v \geq \frac{1}{4} \int_{v_{1}<0} f_{i, R}(v)\left(\begin{array}{c}
1 \\
\left|v_{1}\right| \\
|v|^{2}
\end{array}\right) d v
$$

Proof. We choose sufficiently small $r>0$ such that

$$
\int_{v_{1} \geq r} f_{i, L}(v) d v \geq \frac{1}{2} \int_{v_{1}>0} f_{i, L}(v) d v
$$

By Lemma 3.9, we obtain that

$$
\begin{aligned}
\int_{v_{1}>0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v) d v & \geq e^{-\frac{C_{\ell, u}}{\tau r}} \int_{v_{1}>r} f_{i, L} d v \\
& \geq \frac{1}{4} \int_{v_{1}>0} f_{i, L} d v
\end{aligned}
$$

for sufficiently large $\tau$. The second inequality can be proved by the same argument. We omit it.

Lemma 4.4. Assume $F \in \Omega$ and $f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$. Then we have

$$
\begin{equation*}
a_{i, l} \leq \int_{\mathbb{R}^{3}} \phi_{i} d v, \quad c_{i, l} \leq \int_{\mathbb{R}^{3}}|v|^{2} \phi_{i} d v \tag{4.1}
\end{equation*}
$$

Further, if $\tau>0$ is sufficiently large, then we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \phi_{i} d v \leq a_{i, u}, \quad \int_{\mathbb{R}^{3}}|v|^{2} \phi_{i} d v \leq c_{i, u} \tag{4.2}
\end{equation*}
$$

Therefore, $\Phi(f)$ satisfies $(\mathcal{B})$.
Proof. We know

$$
\phi_{i} \geq e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v) 1_{v_{1}>0}+e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v) 1_{v_{1}<0}
$$

This, together with Lemma 4.3, directly gives (4.1). Then, in order to obtain (4.2), we consider

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \phi_{i}^{+} d v= & \int_{v_{1}>0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v) d v \\
& +\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d y d v \\
= & I+I I
\end{aligned}
$$

For $I$, we easily know

$$
\begin{equation*}
\int_{v_{1}>0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v) d v \leq \int_{v_{1}>0} f_{i, L}(v) d v \leq \frac{a_{i, u}}{2} \tag{4.3}
\end{equation*}
$$

We compute the upper bound of $I I$ as like:

$$
\begin{align*}
\int_{v_{1}>0} & \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{1}{\tau \mid v_{1}} \int_{y}^{x} \bar{\nu}_{i}}(z) d z\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) d v \\
& \leq C_{\ell, u} \int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}|v|^{2}} d y d v \\
\leq & C_{\ell, u}\left(\int_{0}^{x} \int_{v_{1}>0} \frac{1}{\tau\left|v_{1}\right|} e^{-\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} d y\right)  \tag{4.4}\\
& \times\left(\int_{\mathbb{R}^{2}} e^{-C_{\ell, u}\left(\left|v_{2}\right|^{2}+\left|v_{3}\right|^{2}\right)} d v_{2} d v_{3}\right) \\
\quad \leq & C_{\ell, u} \int_{0}^{x} \int_{v_{1}>0} \frac{1}{\tau\left|v_{1}\right|} e^{-\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} d y \\
\leq & C_{\ell, u} \overline{I I} .
\end{align*}
$$

where $\bar{\nu}_{m}=\nu_{m}^{M}+\nu_{m}^{C}$ and we used Lemma 3.9. To estimate $\overline{I I}$, we divide the domain of integration into there subsets:

$$
\begin{aligned}
\overline{I I} & =\left\{\int_{0}^{x} \int_{0<v_{1}<\frac{1}{\tau}}+\int_{0}^{x} \int_{\frac{1}{\tau}<v_{1}<\tau}+\int_{0}^{x} \int_{\tau<v_{1}}\right\} \frac{1}{\tau\left|v_{1}\right|} e^{-\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} d y \\
& =A+B+C
\end{aligned}
$$

For $A$, we have

$$
\begin{aligned}
A & =\int_{0<v_{1}<\frac{1}{\tau}} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d y d v_{1} \\
& =\frac{1}{\bar{\nu}_{m}} \int_{0<v_{1}<\frac{1}{\tau}}\left(1-e^{-\bar{\nu}_{m} x / \tau\left|v_{1}\right|}\right) e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} \\
& \leq \frac{1}{\bar{\nu}_{m}} \int_{0<v_{1}<\frac{1}{\tau}} 1 d v_{1} \\
& \leq \frac{1}{\bar{\nu}_{m}}
\end{aligned}
$$

where we used $1-e^{-\frac{\nu_{1}}{\left|v_{1}\right|}} \leq 1$ and $e^{-C_{\ell, u}\left|v_{1}\right|^{2}} \leq 1$. For $B$, it holds that

$$
\begin{aligned}
B & \leq \frac{1}{\bar{\nu}_{m}} \int_{\frac{1}{\tau}<v_{1}<\tau}\left(1-e^{-\bar{\nu}_{m} x / \tau\left|v_{1}\right|}\right) e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} \\
& \leq \int_{\frac{1}{\tau}<v_{1}<\tau} \frac{1}{\tau\left|v_{1}\right|} d v_{1} \\
& =\frac{2}{\tau} \ln \tau
\end{aligned}
$$

where we used $1-e^{-x} \leq x$. For $C$, we obtain

$$
\begin{aligned}
C & \leq \int_{\tau<v_{1}} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\bar{\nu}_{m}(x-y) / \tau\left|v_{1}\right|} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d y d v_{1} \\
& \leq \frac{1}{\tau^{2}} \int_{\mathbb{R}} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} \\
& \leq C_{\ell, u} \frac{1}{\tau^{2}}
\end{aligned}
$$

We sum all the estimates for $A, B$ and $C$ to obtain

$$
\begin{equation*}
I I \leq C_{\ell, u}\left\{\frac{1}{\tau}+\frac{\ln \tau}{\tau}+\frac{1}{\tau^{2}}\right\} \leq C_{\ell, u}\left\{\frac{\ln \tau+1}{\tau}\right\} \tag{4.5}
\end{equation*}
$$

which, together with (4.3), gives

$$
\int_{\mathbb{R}^{3}} \phi_{I}^{+} d v \leq \frac{a_{i, l}}{2}+C_{\ell, u}\left\{\frac{\ln \tau+1}{\tau}\right\}
$$

Similarly, we have

$$
\int_{\mathbb{R}^{3}} \phi_{I}^{-} d v \leq \frac{a_{i, l}}{2}+C_{\ell, u}\left\{\frac{\ln \tau+1}{\tau}\right\}
$$

By choosing sufficiently large $\tau>0$, we obtain the desired result (4.2).
Lemma 4.5. Let $F \in \Omega$ and $f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$. Assume that

$$
\int_{\mathbb{R}^{2}} f_{i, L} v_{j} d v_{2} d v_{3}=\int_{\mathbb{R}^{2}} f_{i, R} v_{j} d v_{2} d v_{3}=0
$$

Then, for $j=2,3$, we have

$$
\left|\int_{\mathbb{R}^{3}} \phi_{i} v_{j} d v\right| \leq C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right)
$$

Proof. We integrate $\phi_{i}^{+}$with respect to $v_{2} d v_{2} d v_{3}$ :

$$
\begin{align*}
\int_{\mathbb{R}^{2}} \phi_{i}^{+} v_{2} d v_{2} d v_{3}= & e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} \int_{\mathbb{R}^{2}} f_{i, L}(v) v_{2} d v_{2} d v_{3} \\
& +\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\int_{\mathbb{R}^{2}}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) v_{2} d v_{2} d v_{3}\right) d y  \tag{4.6}\\
= & \frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z}\left(\int_{\mathbb{R}^{2}}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) v_{2} d v_{2} d v_{3}\right) d y
\end{align*}
$$

where we used our assumption on $f_{i, L}$. By the similar way in (4.4), we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left(\nu^{M} \mathcal{M}_{i}+\nu_{i}^{C} \mathcal{C}_{i}\right) v_{2} d v_{2} d v_{3} & \leq C_{\ell, u} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} \int_{\mathbb{R}^{2}} e^{-C_{\ell, u}\left(\left|v_{2}\right|^{2}+\left|v_{3}\right|^{2}\right)}\left|v_{2}\right| d v_{2} d v_{3} \\
& \leq C_{\ell, u} e^{-C_{\ell, u}\left|v_{1}\right|^{2}}
\end{aligned}
$$

Substituting this in (4.6) and then integrating on $v_{1}>0$, we get

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \phi_{i}^{+} v_{2} d v & \leq C_{\ell, u} \int_{0}^{x} \int_{v_{1}>0} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{i}(z) d z} e^{-C_{\ell, u}\left|v_{1}\right|^{2}} d v_{1} d y \\
& \leq C_{\ell, u}\left\{\frac{\ln \tau+1}{\tau}\right\}
\end{aligned}
$$

where we obtain the last inequality from (4.4) and (4.5). Likewise, we have

$$
\int_{\mathbb{R}^{3}} \phi_{i}^{-} v_{2} d v \leq C_{\ell, u}\left\{\frac{\ln \tau+1}{\tau}\right\}
$$

Lemma 4.6. Let $F \in \Omega$ and $f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$. Assume that

$$
\int_{\mathbb{R}^{2}} f_{i, L} v_{j} d v_{2} d v_{3}=\int_{\mathbb{R}^{2}} f_{i, R} v_{j} d v_{2} d v_{3}=0
$$

Then, for sufficiently large $\tau>0$, we have

$$
\left(\int_{\mathbb{R}^{3}} \phi_{i} d v\right)\left(\int_{\mathbb{R}^{3}} \phi_{i}|v|^{2} d v\right)-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2} \geq \gamma_{l}
$$

which means $\Phi(f)$ satisfies $(\mathcal{C})$.

Proof. The Cauchy-Schwarz inequality gives

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{3}} \phi_{i} d v\right)\left(\int_{\mathbb{R}^{3}} \phi_{i}|v|^{2} d v\right)-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2} \\
& \geq\left(\int_{\mathbb{R}^{3}} \phi_{i}|v| d v\right)^{2}-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2} \\
& \geq\left(\int_{\mathbb{R}^{3}} \phi_{i}\left|v_{1}\right| d v\right)^{2}-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2}
\end{aligned}
$$

Decomposing the last term in the last line, we have

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{3}} \phi_{i}\left|v_{1}\right| d v\right)^{2}-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2} \\
& =\left(\int_{\mathbb{R}^{3}} \phi_{i}\left|v_{1}\right| d v\right)^{2}-\left(\int_{\mathbb{R}^{3}} \phi_{i} v_{1} d v\right)^{2}-R
\end{aligned}
$$

where $R=\left|\int \phi_{i} v_{2} d v\right|^{2}+\left|\int \phi_{i} v_{3} d v\right|^{2}$. Here, Lemma 4.5 gives

$$
R \leq C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right)
$$

Also, we know

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{3}} \phi_{i}\left|v_{1}\right| d v\right)^{2}-\left(\int_{\mathbb{R}^{3}} \phi_{i} v_{1} d v\right)^{2} \\
& \geq\left(\int_{\mathbb{R}^{3}} \phi_{i}\left(\left|v_{1}\right|+v_{1}\right) d v\right)\left(\int_{\mathbb{R}^{3}} \phi_{i}\left(\left|v_{1}\right|-v_{1}\right) d v\right) \\
& =4\left(\int_{v_{1}>0} \phi_{i}\left|v_{1}\right| d v\right)\left(\int_{v_{1}<0} \phi_{i}\left|v_{1}\right| d v\right)
\end{aligned}
$$

where the last term can be estimated by Lemma 4.3 as follows:

$$
\begin{aligned}
& 4\left(\int_{v_{1}>0} \phi_{i}\left|v_{1}\right| d v\right)\left(\int_{v_{1}<0} \phi_{i}\left|v_{1}\right| d v\right) \\
& \geq 4\left(\int_{v_{1}>0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{i}(y) d y} f_{i, L}(v)\left|v_{1}\right| d v\right)\left(\int_{v_{1}<0} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{x}^{1} \bar{\nu}_{i}(y) d y} f_{i, R}(v)\left|v_{1}\right| d v\right) \\
& \geq \frac{1}{4}\left(\int_{v_{1}>0} f_{i, L}(v)\left|v_{1}\right| d v\right)\left(\int_{v_{1}<0} f_{i, R}(v)\left|v_{1}\right| d v\right) \\
& =4 \gamma_{l} .
\end{aligned}
$$

Summarizing all the above estimates, we obtain that for sufficiently large $\tau>0$

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{3}} \phi_{i} d v\right)\left(\int_{\mathbb{R}^{3}} \phi_{i}|v|^{2} d v\right)-\left|\int_{\mathbb{R}^{3}} \phi_{i} v d v\right|^{2} \\
& \geq 4 \gamma_{l}-C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right) \\
& \geq \gamma_{l}
\end{aligned}
$$

Combining Lemmas 4.1, 4.4, and 4.6, we have the following proposition.
Proposition 4.1. Let $F \in \Omega$ and $f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$. Assume that

$$
\int_{\mathbb{R}^{2}} f_{i, L} v_{j} d v_{2} d v_{3}=\int_{\mathbb{R}^{2}} f_{i, R} v_{j} d v_{2} d v_{3}=0
$$

and $\tau>0$ is sufficiently large. Then, under the assumption of Theorem 2.2, we have

$$
\Phi(\Omega) \subset \Omega
$$

## 5. $\Phi$ IS CONTRACTIVE in $\Omega$

In this section, we show the map $\Phi: \Omega \rightarrow \Omega$ is a contraction map. Throughout this section, we assume that the inflow boundary data satisfies

$$
f_{i, L}, f_{i, R} \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)
$$

and

$$
\int_{\mathbb{R}^{2}} f_{i, L} v_{j} d v_{2} d v_{3}=\int_{\mathbb{R}^{2}} f_{i, R} v_{j} d v_{2} d v_{3}=0
$$

We start with proving that the actual macroscopic parameters have the Lipschitz continuity.

Lemma 5.1. For any $F=\left(f_{1}, f_{2}, f_{3}, f_{4}\right), G=\left(g_{1}, g_{2}, g_{3}, g_{4}\right) \in \Omega$, the single component macroscopic parameters satisfy:

$$
\left|n_{F}^{(i)}-n_{G}^{(i)}\right|,\left|U_{F}^{(i)}-U_{G}^{(i)}\right|,\left|T_{F}^{(i)}-T_{G}^{(i)}\right| \leq C_{\ell, u} \sup _{x \in[0,1]}\left\|f_{i}-g_{i}\right\|_{L_{2}^{1}}
$$

Furthermore, we have for global macroscopic parameters,

$$
\left|n_{F}-n_{G}\right|,\left|U_{F}-U_{G}\right|,\left|T_{F}-T_{G}\right| \leq C_{\ell, u} d(F, G)
$$

Proof. We can easily get

$$
\left|n_{F}^{(i)}-n_{G}^{(i)}\right|=\int_{\mathbb{R}^{3}}\left|f_{i}-g_{i}\right| d v \leq \sup _{x \in[0,1]}\left\|f_{i}-g_{i}\right\|_{L_{2}^{1}}
$$

For the bulk velocity $U^{(i)}$, we see

$$
\begin{aligned}
\left|U_{F}^{(i)}-U_{G}^{(i)}\right| & \leq \frac{1}{\rho_{F}^{(i)}}\left|\rho_{F}^{(i)} U_{F}^{(i)}-\rho_{G}^{(i)} U_{G}^{(i)}\right|+\frac{1}{\rho_{F}^{(i)}}\left|\rho_{F}^{(i)}-\rho_{G}^{(i)}\right|\left|U_{G}^{(i)}\right| \\
& \leq \frac{m_{i}}{\rho_{F}^{(i)}} \int_{\mathbb{R}^{3}}\left|f_{i}-g_{i}\right||v| d v+\frac{m_{i}\left|U_{G}^{(i)}\right|}{\rho_{F}^{(i)}} \int_{\mathbb{R}^{3}}\left|f_{i}-g_{i}\right| d v \\
& \leq C_{\ell, u} \sup _{x \in[0,1]}| | f_{i}-g_{i} \|_{L_{2}^{1}}
\end{aligned}
$$

where we used $\rho_{F}^{(i)} \geq m_{i} a_{i, l}$ in the second line. For $T^{(i)}$, we split it into two parts:

$$
\begin{aligned}
\left|T_{F}^{(i)}-T_{G}^{(i)}\right| & \leq \frac{1}{n_{F}^{(i)}}\left|n_{F}^{(i)} T_{F}^{(i)}-n_{G}^{(i)} T_{G}^{(i)}\right|+\frac{1}{n_{F}^{(i)}}\left|n_{F}^{(i)}-n_{G}^{(i)}\right|\left|T_{G}^{(i)}\right| \\
& \left.\leq \frac{m_{i}}{3 k n_{F}^{(i)}} \int_{\mathbb{R}^{3}}\left|f_{i}\right| v-\left.U_{F}^{(i)}\right|^{2}-g_{i}\left|v-U_{G}^{(i)}\right|^{2}\left|d v+\frac{m_{i}\left|T_{G}^{(i)}\right|}{n_{F}^{(i)}} \int_{\mathbb{R}^{3}}\right| f_{i}-g_{i} \right\rvert\, d v \\
& =I+I I
\end{aligned}
$$

We compute $I$ as

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} & \left|f_{i}\right| v-\left.U_{F}^{(i)}\right|^{2}-g_{i}\left|v-U_{G}^{(i)}\right|^{2} \mid d v \\
& \leq \int_{\mathbb{R}^{3}}\left|\left(f_{i}-g_{i}\right)\right| v-\left.U_{F}^{(i)}\right|^{2}+g_{i}\left(\left|v-U_{F}^{(i)}\right|^{2}-\left|v-U_{G}^{(i)}\right|^{2}\right) \mid d v \\
& =\int_{\mathbb{R}^{3}}\left|\left(f_{i}-g_{i}\right)\right| v-\left.U_{F}^{(i)}\right|^{2}+g_{i}\left(2 v-U_{F}^{(i)}-U_{G}^{(i)}\right)\left(U_{F}^{(i)}-U_{G}^{(i)}\right) \mid d v \\
& \leq C_{\ell, u} \int_{\mathbb{R}^{3}}\left|f_{i}-g_{i}\right|\left(1+|v|^{2}\right)+\left|g_{i}\right|(1+|v|)\left|U_{F}^{(i)}-U_{G}^{(i)}\right| d v \\
& \leq C_{\ell, u} \sup _{x \in[0,1]}\left\|f_{i}-g_{i}\right\|_{L_{2}^{1}},
\end{aligned}
$$

which, together with Lemma 5.1 and the fact $n_{F}^{(i)} \geq a_{i, l}$, implies that

$$
I I \leq C_{\ell, u} \sup _{x \in[0,1]}\left\|f_{i}-g_{i}\right\|_{L_{2}^{1}}
$$

The estimates for the global macroscopic parameters can be obtained directly from above estimates. We omit it.

Then, we also need the Lipschitz continuity for the auxiliary parameters and the collision frequencies. As we mentioned in Section 1, the auxiliary parameters for mechanical Maxwellians include $W^{T} \Delta W$ that arises to fit the correct Fick coefficients. By the definition, $W^{T} \Delta W$ can be seen as the pseudo-inverse of the matrix $-L^{*}$. But, it is known that the operation of pseudo-inverse is not continuous generally. To overcome this problem, we show that $W^{T} \Delta W$ can be rewritten as a rational function of each components of $L^{*}$ with a non-zero denominator.

Lemma 5.2. Each component of $W^{T} \Delta W$ can be written as a rational function of the components of $L^{*}$. Also, all their denominators are equal to $\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{2}$.

Proof. By the definitions of $W$ and $\Delta$, we know $W^{T} \Delta W$ is the pseudo-inverse of $-L^{*}$. Using the well-known property of the pseudo-inverse, we have

$$
\begin{aligned}
W^{T} \Delta W & =\left(-L^{*}\right)^{+} \\
& =-\lim _{\delta \downarrow 0}\left(\left(L^{*}\right)^{T} L^{*}+\delta I\right)^{-1}\left(L^{*}\right)^{T} \\
& =-\lim _{\delta \downarrow 0} \frac{C_{\delta}\left(L^{*}\right)^{T}}{\operatorname{det}\left(\left(L^{*}\right)^{T} L^{*}+\delta I\right)}
\end{aligned}
$$

where $C_{\delta}$ is a adjoint matrix of $\left(L^{*}\right)^{T} L^{*}+\delta I$. Since $\lambda_{4}=0$ and hence $\operatorname{det}\left(\left(L^{*}\right)^{T} L^{*}\right)=0$, we obtain for the denominator that

$$
\operatorname{det}\left(\left(L^{*}\right)^{T} L^{*}+\delta I\right)=\prod_{i=1}^{4}\left(\lambda_{i}^{2}+\delta\right)=p\left(L^{*}\right) \delta+O\left(\delta^{2}\right)
$$

where $p\left(L^{*}\right)$ is a polynomial on the each component of $L^{*}$ and is equal to $\lambda_{1}^{2} \lambda_{2}^{2} \lambda_{3}^{2}$. Denote each $i j$ - component of $C_{\delta} L^{T}$ by

$$
q_{0}^{i j}\left(L^{*}\right)+q_{1}^{i j}\left(L^{*}\right) \delta+\cdots+q_{n-1}^{i j}\left(L^{*}\right) \delta^{n-1}
$$

where $q_{k}^{i j}\left(L^{*}\right)$ are polynomials on the each component of $L^{*}$. Then, we get

$$
\left(W^{T} \Delta W\right)_{i j}=-\lim _{\delta \downarrow 0} \frac{q_{0}^{i j}\left(L^{*}\right)+q_{1}^{i j}\left(L^{*}\right) \delta+\cdots+q_{n-1}^{i j}\left(L^{*}\right) \delta^{n-1}}{p\left(L^{*}\right) \delta+O\left(\delta^{2}\right)}
$$

Since the limit exists, $q_{0}^{i j}\left(L^{*}\right)=0$ and we have the desire result.
Using this, we obtain the Lipschitz continuity of $W^{T} \Delta W$. Consequently, we also obtain the Lipschitz continuity of $U_{i}, T^{*}$ and $\nu^{M}$.

Lemma 5.3. For $F, G \in \Omega$, if $\tau>0$ is sufficiently large, then the following inequality holds:

$$
\left\|W_{F}^{\top} \Delta_{F} W_{F}-W_{G}^{\top} \Delta_{G} W_{G}\right\|_{F} \leq C_{\ell, u} d(F, G)
$$

Hence, we have

$$
\left|U_{F, i}-U_{G, i}\right|,\left|T_{f}^{*}-T_{g}^{*}\right| \leq C_{\ell, u} d(F, G)
$$

and

$$
\left|\nu_{F}^{M}-\nu_{G}^{M}\right| \leq C_{\ell, u} d(F, G)
$$

Proof. Consider the matrix $W_{F}^{\top} \Delta_{F} W_{F}-W_{G}^{\top} \Delta_{G} W_{G}$ componentwisely. We have from Lemma 3.7 and 5.2 that

$$
\begin{align*}
\left|\left(W_{F}^{\top} \Delta_{F} W_{F}-W_{G}^{\top} \Delta_{G} W_{G}\right)_{i j}\right| & =\left|\frac{q_{1}^{i j}\left(L_{F}^{*}\right)}{p\left(L_{F}^{*}\right)}-\frac{q_{1}^{i j}\left(L_{G}^{*}\right)}{p\left(L_{G}^{*}\right)}\right| \\
& =\left|\frac{q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{G}^{*}\right)-q_{1}^{i j}\left(L_{G}^{*}\right) p\left(L_{F}^{*}\right)}{p\left(L_{F}^{*}\right) p\left(L_{G}^{*}\right)}\right|  \tag{5.1}\\
& \leq \frac{\left|q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{G}^{*}\right)-q_{1}^{i j}\left(L_{G}^{*}\right) p\left(L_{F}^{*}\right)\right|}{\lambda_{m}^{12}} .
\end{align*}
$$

By the definition (1.3) of $L^{*}$ and Lemma 3.1, we obtain that every component of $L_{F}^{*}$ and $L_{G}^{*}$ is bounded below and above by constants depending only on the quantities defined in (2.1), (2.2) and (2.3). Thus, we have

$$
\begin{aligned}
\left|q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{G}^{*}\right)-q_{1}^{i j}\left(L_{G}^{*}\right) p\left(L_{F}^{*}\right)\right| \leq & \left|q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{G}^{*}\right)-q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{F}^{*}\right)\right| \\
& +\left|q_{1}^{i j}\left(L_{F}^{*}\right) p\left(L_{F}^{*}\right)-q_{1}^{i j}\left(L_{G}^{*}\right) p\left(L_{F}^{*}\right)\right| \\
= & \left|q_{1}^{i j}\left(L_{F}^{*}\right)\right|\left|p\left(L_{G}^{*}\right)-p\left(L_{F}^{*}\right)\right|+\left|p\left(L_{F}^{*}\right)\right|\left|q_{1}^{i j}\left(L_{F}^{*}\right)-q_{1}^{i j}\left(L_{G}^{*}\right)\right| \\
\leq & C_{l, u}\left\|L_{F}^{*}-L_{G}^{*}\right\|_{F} .
\end{aligned}
$$

This, together with (5.1), gives

$$
\begin{aligned}
\left|\left(W_{F}^{\top} \Delta_{F} W_{F}-W_{G}^{\top} \Delta_{G} W_{G}\right)_{i j}\right| & \leq \frac{C_{\ell, u}}{\lambda_{m}^{12}}\left\|L_{F}^{*}-L_{G}^{*}\right\|_{F} \\
& \leq C_{\ell, u} \sum_{i=1}^{4}\left(\left|n_{F}^{(i)}-n_{G}^{(i)}\right|+\left|T_{F}-T_{G}\right|\right) \\
& \leq C_{\ell, u} d(F, G)
\end{aligned}
$$

where we used the definition of $L^{*}$, (1.3), and Lemma 5.1. Consequently, we obtain

$$
\begin{aligned}
\left\|\underline{\mathrm{U}}_{F}-\underline{\mathrm{U}}_{G}\right\|_{F} \leq & \left\|\mathbf{U}_{F}-\mathbf{U}_{\mathbf{G}}\right\|_{F}+\| \mathbf{N}_{F}^{-1} W_{F}^{T}\left(I-\frac{1}{\nu_{F}^{M}} \Delta_{F}\right) W_{F} \mathbf{N}_{F}\left(\overline{\mathbf{U}}_{\mathbf{F}}\right. \\
& \left.-\mathbf{U}_{\mathbf{F}}\right)-\mathbf{N}_{G}^{-1} W_{G}^{T}\left(I-\frac{1}{\nu_{G}^{M}} \Delta_{G}\right) W_{G} \mathbf{N}_{G}\left(\overline{\mathbf{U}}_{\mathbf{G}}-\mathbf{U}_{\mathbf{G}}\right) \|_{F} \\
\leq & 2\left\|\mathbf{U}_{\mathbf{F}}-\mathbf{U}_{\mathbf{G}}\right\|_{F}+\left\|\overline{\mathbf{U}}_{\mathbf{F}}-\overline{\mathbf{U}}_{\mathbf{G}}\right\|_{F} \\
& +\left\|\frac{1}{\nu_{F}^{M}} \mathbf{N}_{F}^{-1} W_{F}^{T} \Delta_{F} W_{F} \mathbf{N}_{F}\left(\overline{\mathbf{U}}_{\mathbf{F}}-\mathbf{U}_{\mathbf{F}}\right)-\frac{1}{\nu_{G}^{M}} \mathbf{N}_{G}^{-1} W_{G}^{T} \Delta_{G} W_{G} \mathbf{N}_{G}\left(\overline{\mathbf{U}}_{\mathbf{G}}-\mathbf{U}_{\mathbf{G}}\right)\right\|_{F},
\end{aligned}
$$

where we recall that

$$
\begin{aligned}
& \mathbf{U}=(U, \ldots, U)^{T} \\
& \overline{\mathbf{U}}=\left(U^{(1)}, \ldots, U^{(N)}\right)^{T} \\
& \mathbf{N}=\operatorname{diag}\left(\sqrt{\rho_{1}}, \ldots, \sqrt{\rho_{N}}\right) .
\end{aligned}
$$

From Lemma 5.1, we know that all $\mathbf{U}, \overline{\mathbf{U}}$, and $\mathbf{N}$ have the Lipschitz continuity. Also, it follows from Lemma 3.1 and 3.2 that

$$
\left\|\frac{1}{\nu^{M}}\right\|,\left\|\mathbf{N}^{-1}\right\|,\left\|W^{T} \Delta W\right\|,\|\overline{\mathbf{U}}\|,\|\mathbf{U}\| \leq C_{l, u}
$$

With the above facts, it follows from the elementary and tedious computations that

$$
\left\|\underline{\mathrm{U}}_{F}-\underline{\mathrm{U}}_{G}\right\|_{F} \leq C_{\ell, u} d(F, G)
$$

The proof for $T^{*}$ is almost same. We omit it. Then, for $\nu^{M}$ we have from Lemma 5.1

$$
\begin{aligned}
\left|\nu_{F}^{M}-\nu_{G}^{M}\right| & \leq\left|\frac{n_{F} k T_{F}}{\eta_{F}}-\frac{n_{G} k T_{G}}{\eta_{G}}\right|+\left|\max \lambda_{F, r}-\max \lambda_{G, r}\right| \\
& \leq C_{\ell, u} \sup _{x \in[0,1]}\left\|f_{j}-g_{j}\right\|_{L_{2}^{1}}+\left|\max \lambda_{F, r}-\max \lambda_{G, r}\right|
\end{aligned}
$$

Here, Lemma 3.6 gives

$$
\left|\max \lambda_{F, r}-\max \lambda_{G, r}\right|^{2} \leq\left\|W_{F}^{T} \Delta_{F} W_{F}-W_{G}^{T} \Delta_{G} W_{G}\right\|_{F}^{2} \leq C_{\ell, u} \sup _{x \in[0,1]}\left\|f_{j}-g_{j}\right\|_{L_{2}^{1}}
$$

which completes the proof.
For the auxiliary parameters for reactive Maxwellian, we recall the following lemma in [34].
Lemma 5.4. Let $F, G \in \Omega$. Assume that $\tau>0$ is sufficiently large. Then we have

$$
\left|\tilde{n}_{F, i}-\tilde{n}_{G, i}\right|,\left|\tilde{U}_{F}-\tilde{U}_{G}\right|,\left|\tilde{T}_{F}-\tilde{T}_{G}\right| \leq C_{\ell, u} d(F, G)
$$

and

$$
\left|\nu_{F, i}^{C}-\nu_{G, i}^{C}\right| \leq C_{\ell, u} d(F, G)
$$

Proof. See the reference [34].
We obtain the Lipschitz continuity of both the Maxwellians.
Lemma 5.5. Let $F, G \in \Omega$. Assume $\tau>0$ is sufficiently large. Then the following inequalities hold:

$$
\left|\mathcal{M}_{F, i}-\mathcal{M}_{G, i}\right| \leq C_{\ell, u} d(F, G)
$$

and

$$
\left|\mathcal{C}_{F, i}-\mathcal{C}_{G, i}\right|, \leq C_{\ell, u} d(F, G)
$$

Proof. For simplicity, we only consider the first inequality. By Taylor expansion, we can write $\mathcal{M}_{F, i}-\mathcal{M}_{G, i}$ as

$$
\begin{aligned}
\mathcal{M}_{F, i}-\mathcal{M}_{G, i}= & \left(n_{F}^{(i)}-n_{G}^{(i)}\right) \int_{0}^{1} \frac{\partial \mathcal{M}(\theta)}{\partial n} d \theta \\
& +\left(U_{F, i}-U_{G, i}\right) \int_{0}^{1} \frac{\partial \mathcal{M}(\theta)}{\partial U} d \theta \\
& +\left(T_{F}^{*}-T_{G}^{*}\right) \int_{0}^{1} \frac{\partial \mathcal{M}(\theta)}{\partial T} d \theta \\
& =A+B+C
\end{aligned}
$$

where we used the notation

$$
\mathcal{M}(\theta)={\frac{n_{\theta}}{2 \pi k T_{\theta} / m_{i}}}^{3 / 2} \exp \left(-\frac{m_{1}\left|v-U_{i, \theta}\right|^{2}}{2 k T_{\theta}}\right)
$$

and

$$
\frac{\partial \mathcal{M}(\theta)}{\partial X}=\frac{\partial \mathcal{M}(\theta)}{\partial X}\left(m_{i}, n_{\theta}, U_{i, \theta}, T_{\theta}\right)
$$

with $\left(n_{\theta}, U_{\theta}, T_{\theta}\right)=(1-\theta)\left(n_{F}^{(i)}, U_{F, i}, T_{F}^{*}\right)+\theta\left(n_{G}^{(i)}, U_{G, i}, T_{G}^{*}\right)$. For $A$, we see

$$
\frac{\partial \mathcal{M}(\theta)}{\partial n}=\frac{1}{n_{\theta}} \mathcal{M}(\theta)
$$

to obtain

$$
\left|\frac{\partial \mathcal{M}(\theta)}{\partial \rho}\right| \leq C_{\ell, u} e^{-C_{\ell, u}|v|^{2}}
$$

For $B$, we have

$$
\frac{\partial \mathcal{M}(\theta)}{\partial U}=\frac{m_{i}\left(v-U_{\theta}\right)}{k T_{\theta}} \mathcal{M}(\theta)
$$

and hence,

$$
\begin{aligned}
\left|\frac{\partial \mathcal{M}(\theta)}{\partial U}\right| & \leq C_{\ell, u}(1+|v|) \mathcal{M}(\theta) \\
& \leq C_{\ell, u} e^{-C_{\ell, u}|v|^{2}}
\end{aligned}
$$

Finally, for $C$, we know

$$
\frac{\partial \mathcal{M}(\theta)}{\partial T}=\left\{-\frac{3}{2 T_{\theta}}+\frac{m_{i}\left|v-U_{\theta}\right|^{2}}{2 k T_{\theta}^{2}}\right\} \mathcal{M}(\theta)
$$

which gives

$$
\left|\frac{\partial \mathcal{M}(\theta)}{\partial T}\right| \leq C_{\ell, u}\left(1+|v|^{2}\right) e^{-C_{\ell, u}|v|^{2}} \leq C_{\ell, u} e^{-C_{\ell, u}|v|^{2}}
$$

Thus, we obtain

$$
\left|\mathcal{M}_{F, i}-\mathcal{M}_{G, i}\right| \leq C_{\ell, u}\left\{\left|n_{F}^{(i)}-n_{G}^{(i)}\right|+\left|U_{F, i}-U_{G, i}\right|+\left|T_{F}^{*}-T_{G}^{*}\right|\right\} e^{-C_{\ell, u}|v|^{2}} .
$$

which, together with Lemma 5.1 and Lemma 5.3, gives $\left|\mathcal{M}_{F, i}-\mathcal{M}_{G, i}\right| \leq C_{\ell, u} d(F, G)$.

Proposition 5.1. Let $F, G \in \Omega$. If $\tau$ is sufficiently large, then there exist a $\alpha \in(0,1)$ such that

$$
d(\Phi(F), \Phi(G)) \leq \alpha d(F, G)
$$

Proof. We only compute $\left|\phi_{F, i}^{+}-\phi_{G, i}^{+}\right|$because $\left|\phi_{F, i}^{-}-\phi_{G, i}^{-}\right|$can be considered by the same argument. First, we split $\phi_{F, i}^{+}-\phi_{G, i}^{+}$into three terms as

$$
\begin{aligned}
\phi_{F, i}^{+}-\phi_{G, i}^{+}= & \left\{e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{F, i}(y) d y}-e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{G, i}(y) d y}\right\} f_{i, L}(v) \\
& +\frac{1}{\tau\left|v_{1}\right|}\left(\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{F, i}(z) d z} \nu_{F}^{M}(y) \mathcal{M}_{F, i} d y\right. \\
& \left.-\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{G}^{M}(y) \mathcal{M}_{G, i} d y\right) \\
& +\frac{1}{\tau\left|v_{1}\right|}\left(\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{F, i}(z) d z} \nu_{F, i}^{C}(y) \mathcal{C}_{F, i} d y\right. \\
& \left.-\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{G, i}^{C}(y) \mathcal{C}_{G, i} d y\right) \\
= & I+I I+I I I .
\end{aligned}
$$

By the mean value theorem, there exists $0<\theta<1$ such that

$$
\begin{aligned}
I= & \left\{e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \bar{\nu}_{F, i}(y) d y}-e^{-\frac{1}{\tau \mid v_{1}} \int_{0}^{x} \bar{\nu}_{F, i}(y) d y}\right\} f_{i, L}(v) \\
& =-\frac{1}{\tau\left|v_{1}\right|} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x}(1-\theta) \bar{\nu}_{F, i}(y)+\theta \bar{\nu}_{G, i}(y) d y} \int_{0}^{x}\left(\bar{\nu}_{F, i}(y)-\bar{\nu}_{G, i}(y)\right) d y f_{i, L}(v) .
\end{aligned}
$$

Lemma 5.3 and 5.4 give that

$$
\left|\bar{\nu}_{F, i}-\bar{\nu}_{G, i}\right| \leq d(F, G)
$$

and hence, we have

$$
\begin{align*}
|I| & \leq \frac{1}{\tau\left|v_{1}\right|}\left(e^{-\frac{1}{\tau \mid v_{1}} \int_{0}^{x} \bar{\nu}_{m} d y} \int_{0}^{x}\left|\bar{\nu}_{F, i}-\bar{\nu}_{G, i}\right| d y\right) f_{i, L}(v) \\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}} f_{i, L} d(F, G)  \tag{5.2}\\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} f_{i, L} d(F, G)
\end{align*}
$$

We rewrite $I I$ as the following three terms:

$$
\begin{align*}
& \frac{1}{\tau\left|v_{1}\right|}\left|\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{F, i}(z) d z} \nu_{F}^{M}(y) \mathcal{M}_{F, i} d y-\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{F}^{M}(y) \mathcal{M}_{F, i} d y\right| \\
& +\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z}\left|\nu_{F}^{M}(y)-\nu_{G}^{M}(y)\right| \mathcal{M}_{F, i} d y  \tag{5.3}\\
& +\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{G}^{M}(z)\left(\mathcal{M}_{F, i}-\mathcal{M}_{G, i}\right) d y
\end{align*}
$$

For the first term of (5.3), we use the same argument for $I$ to obtain

$$
\begin{align*}
& \frac{1}{\tau\left|v_{1}\right|}\left|\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{F, i}(z) d z} \nu_{F}^{M}(y) \mathcal{M}_{F, i} d y-\int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{F}^{M}(y) \mathcal{M}_{F, i} d y\right|  \tag{5.4}\\
& \leq \frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x}(1-\theta) \bar{\nu}_{F, i}(z)+\theta \bar{\nu}_{G, i}(z) d z} \int_{y}^{x}\left|\bar{\nu}_{F, i}(z)-\bar{\nu}_{G, i}(z)\right| d z \bar{\nu}_{F, i}(y) \mathcal{M}_{F, i} d y \\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}} \mathcal{M}_{F, i} d y \cdot d(F, G) \\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{\left.-\frac{\bar{\nu}_{m}}{2 \tau \mid v_{1}} \right\rvert\,} \mathcal{M}_{F, i} d y \cdot d(F, G)
\end{align*}
$$

where we used that $x e^{-x}<C$ for some $C>0$. The second term of (5.3) is estimated as below:

$$
\begin{align*}
& \frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z}\left|\nu_{F}^{M}(y)-\nu_{G}^{M}(y)\right| \mathcal{M}_{F, i} d y \\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} \mathcal{M}_{F, i} d y \cdot d(F, G) \tag{5.5}
\end{align*}
$$

For the third term of (5.3), Lemma 5.5 implies that

$$
\begin{align*}
& \frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{1}{\tau\left|v_{1}\right|} \int_{y}^{x} \bar{\nu}_{G, i}(z) d z} \nu_{G}^{M}(z)\left(\mathcal{M}_{F, i}-\mathcal{M}_{G, i}\right) d y  \tag{5.6}\\
& \leq \frac{C_{\ell, u}}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}} d y \cdot d(F, G)
\end{align*}
$$

Combining (5.4), (5.5), and (5.6), we obtain

$$
\begin{align*}
I I \leq & C_{\ell, u} \cdot d(F, G) \cdot\left(\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} \mathcal{M}_{F, i} d y\right. \\
& \left.+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}} d y\right) \tag{5.7}
\end{align*}
$$

As like $I I$, a similar argument gives

$$
\begin{align*}
I I I \leq & C_{\ell, u} \cdot d(F, G) \cdot\left(\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} \mathcal{C}_{F, i} d y\right.  \tag{5.8}\\
& \left.+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu} m}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}} d y\right)
\end{align*}
$$

Summing up (5.2), (5.7), and (5.8), we have

$$
\begin{aligned}
\left|\phi_{F, i}^{+}-\phi_{G, i}^{+}\right| \leq & C_{\ell, u} \cdot d(F, G) \cdot\left(\frac{1}{\tau\left|v_{1}\right|} f_{i, L}+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)}\left(\mathcal{M}_{F, i}+\mathcal{C}_{F, i}\right) d y\right. \\
& \left.+\frac{1}{\tau\left|v_{1}\right|} \int_{0}^{x} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}} d y\right)
\end{aligned}
$$

Multiplying it by $\left(1+|v|^{2}\right)$ and integrating over $v_{1}>0$, we have

$$
\begin{aligned}
\left\|\phi_{F, i}^{+}-\phi_{G, i}^{+}\right\|_{L_{2}^{1}} & \leq C_{\ell, u} \cdot d(F, G) \cdot\left(\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} f_{i, L}\left(1+|v|^{2}\right) d y d v\right. \\
& +\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)}\left(\mathcal{M}_{F, i}+\mathcal{C}_{F, i}\right)\left(1+|v|^{2}\right) d y d v \\
& \left.+\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}}\left(1+|v|^{2}\right) d y d v\right)
\end{aligned}
$$

We apply Lemma 4.2 to obtain

$$
\begin{aligned}
\left\|\phi_{F, i}^{+}-\phi_{G, i}^{+}\right\|_{L_{2}^{1}} & \leq C_{\ell, u} \cdot d(F, G) \cdot\left(\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} f_{i, L}\left(1+|v|^{2}\right) d y d v\right. \\
& \left.+\int_{v_{1}>0} \int_{0}^{x} \frac{1}{\tau\left|v_{1}\right|} e^{-\frac{\bar{\nu}_{m}}{\tau\left|v_{1}\right|}(x-y)} e^{-C_{\ell, u}|v|^{2}} d y d v\right)
\end{aligned}
$$

where we used the fact $x^{2} e^{-x^{2}}<C e^{-x^{2} / 2}$. A similar computation on $\overline{I I}$ in Lemma 4.4, together with the assumption that $f_{i, L} /|v| \in L_{2}^{1}\left(\mathbb{R}_{v}^{3}\right)$, gives that

$$
\begin{aligned}
\left\|\phi_{F, i}^{+}-\phi_{G, i}^{+}\right\|_{L_{2}^{1}} & \leq C_{\ell, u}\left[\frac{a_{i, s}+c_{i, s}}{\tau}+\left(\frac{\ln \tau+1}{\tau}\right)\right] d(F, G) \\
& \leq C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right) d(F, G)
\end{aligned}
$$

By the same way, it can be obtained that

$$
\left\|\phi_{F, i}^{-}-\phi_{G, i}^{-}\right\|_{L_{2}^{1}} \leq C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right) d(F, G)
$$

Summarizing the above estimates and taking supremum over $x \in[0,1]$ on the both sides, we have

$$
d(\Phi(F), \Phi(G)) \leq C_{\ell, u}\left(\frac{\ln \tau+1}{\tau}\right) d(F, G)
$$

Finally, if we choose $\tau$ large enough so that $C_{\ell, u}(\ln \tau+1) / \tau<1$, then we get the desired result.

Proposition 4.1 and 5.1 imply that we can apply the Banach fixed point theorem on our solution map, which completes the proof of Theorem 2.2.
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