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Key words: porous media, compressible.
AMS Subject Classfication: 35K57, 35K55, 92D30

1 Introduction and presentation of the model.

As a mathematical point of view, the study of the immiscible flow models
has been investigated in ([1], [2]). In ([2]), the study is performed by using
the global pressure. By this approach, the models are described with one
pressure variable and several saturation variables.
The case of two incompressible phases has been investigated in ([1], [2], [4],
[8]). In ([10]), the authors consider the case of a mixture of a compressible
phase and of a incompressible phase when the porosity is independant of the
global pressure. The case of two compressible phases had been performed
in ([11]) when the porosity is independent of the global pressure. In ([3]),
the authors proved the existence of a weak solution for two incompressible
immiscible fluids when the porosity depends on the global pressure. Here,
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we obtain the existence of a solution in the situation of two compressible
fluids when the porosity depends on the global pressure and on the space
variable.
The equations describing the immiscible displacement of two compressible
fluids are given by

∂t(φρisi)(t, x) + div(ρiVi)(t, x) + ρisifP (t, x) = ρis
I
i fI(t, x), i = 1, 2, (1.1)

where φ is the porosity of the medium. ρi and si are respectively the density
and the saturation of the ith fluid. The velocity Vi of each fluid is given by
the Darcy law

Vi(t, x) = −K(x)
ki(si(t, x))

µi
∇pi(t, x), i = 1, 2,

where K is the permeability tensor of the porous medium, ki the relative
permeability of the ith phase, µi the constant i-phase’s viscosity and pi the
i-phase’s pressure. The effect of the gravity is neglected. The functions fI

and fP are respectively the injection and production terms. By definition
of saturations

s1(t, x) + s2(t, x) = 1. (1.2)

Consider the capillary pressure p12 defined by

p12(s1(t, x)) = p1(t, x)− p2(t, x). (1.3)

Denote that the function s 7→ p1,2(s) is nondecreasing (p1,2

ds (s) ≥ 0 for all
s ∈ [0, 1]).
Therefore the unknown of the problem are the saturation of the first specy
and the global pressure.
Consider now the i phase’s mobility, Mi(si), the total mobility M(s1) and
the total velocity by the expressions

Mi(si) =
ki(si)

µi
, M(s1) = M1(s1) + M2(1− s1), V = V1 + V2. (1.4)

As in [10, 11, 2], the total velocity can be expressed in terms of p2 and p12

as follows

V(t, x) = −K(x)M(s1)
(
∇p2(t, x) +

M1(s1)
M(s1)

∇p12(s1)
)
.
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By defining a function p̃(s1) such that dp̃
ds (s1) = M1(s1)

M(s1)
dp12

ds (s1), the global
pressure p writes p = p2 + p̃. As in [2], V satisfies the relation

V(t, x) = −K(t, x)M(s1)∇p(t, x).

So the expression of each phase velocity is given by

Vi = −KMi(si)∇p−Kα(s1)∇si, (1.5)

where

α(s1) =
M1(s1)M2(s1)

M(s1)
dp12

ds
(s1) ≥ 0.

The density depends on the pressure of the respective fluid and the porosity
depends on the space variable and on the pressure. Suppose that the density
and the porosity depend only on the global pressure p. This assumption is
valid if the capillary pressure p12 is low compared to the pressure of the
gases p1 and p2. So we can assume that ρi = ρi(p) and φ = φ(x, p).
By taking (1.5) into account, the system (1.1, 1.5) can be transformed into

∂t(φρisi)(t, x)− div(KρiMi(si)∇p))(t, x)− div(Kρiα(s1)∇si) + ρisifP (t, x)
= ρis

I
i fI(t, x), i = 1, 2, (1.6)

with the condition (1.2).
Let T > 0 be fixed and Ω be a bounded set of Rd (d ≥ 1). Consider the sets
QT =]0, T [×Ω and ΣT =]0, T [×∂Ω.
The solutions to (1.1) have to satisfy the following boundary conditions.
The boundary ∂Ω writes as ∂Ω = Γ1 ∪ Γimp with mes(Γ1) > 0. Here Γ1

denotes the injection boundary of the second phase and Γimp the imprevious
one.

s(t, x) = 0, p(t, x) = 0 on Γ1,

K∇p · n = Kα(s1) · n = 0 on Γimp, (1.7)

where n is the outward normal to the boundary Γimp. The pressure is kept
constant (shifted at zero) during the time on the region of injection.
The initial conditions for the pressure and the saturation are

p(0, x) = p0(x) in Ω, (1.8)
s1(0, x) = s0

1(x) in Ω. (1.9)
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Next we shall perform the following assumptions on the system

(H1) The tensor K ∈ (W 1,∞(Ω))d×d and there are nonnegative constants
k0 and k∞ such that

‖K‖(L∞(Ω))d×d ≤ k∞ and 〈K(x)ξ, ξ〉 ≥ k0|ξ|2 for all ξ ∈ Rd a.e x ∈ Ω.

(H2) The functions M1 and M2 ∈ C0([0, T ]; R+), satisfy M1(s1 = 0) = 0
and M2(s2 = 0) = 0. Moreover, there is a nonegative constant m0 such
that, for all s1 ∈ [0, 1],

M1(s1) + M1(1− s1) ≥ m0.

(H3) (fP , fI) ∈ (L2(Ω))2, fP , fI ≥ 0 a.e (t, x) ∈ QT , sI
i ≥ 0 (i = 1, 2) and

sI
1 + sI

2 = 1 a.e in (t, x) ∈ QT .
(H4) The densities ρi (i = 1, 2) and the porosity φ ∈ C2(R), are non de-
creasing with respect to the variable x and there are ρm > 0, ρM >, φm > 0,
φM > such that ρm ≤ ρi(p) ≤ ρM for all p and φm ≤ φ(x, p) ≤ φM for all p
and x ∈ Ω. Moreover ∂p(φρ1) and ∇(φρ1) are bounded.
(H5) The function α ∈ C0([0, 1]; R+) and there is a constant η such that
α(x) ≥ η.
(H6) The functions k(p) =

∫ p
0 ∇φ(x, q)dq, k2(p) =

∫ p
0 φ(x, q)dq and

k3(p) =
∫ p
0 ∆(x, q)dq are bounded.

fI and fP are respectively the injection and production term. Denote that
the assumption (H6) is not performed in ([10, 11]) because in those papers
the porosity φ does not depend on the p variable.
Define next

β(s) =
∫ s

0
α(z)dz

and the Sobolev space

H1
Γ1

(Ω) = {u ∈ H1(Ω); u = 0 on Γ1},

together with the norm ‖u‖H1
Γ1

(Ω) = ‖∇u‖(L2(Ω)d).

Define g1(x, p) =
∫ p
0 φ(x, q)ρ2(q)dq and g2(x, p) =

∫ p
0 φ(x, q)ρ1(q)dq. The

functions H1(x, p) and H2(x, p) defined by

H1(p, x) = ρ1(p)g1(p)φ(p)−
∫ p

0
φ(q)2ρ1(q)ρ2(q)dq, (1.10)

H2(p, x) = ρ2(p)g2(p)φ(p)−
∫ p

0
φ(q)2ρ1(q)ρ2(q)dq, (1.11)
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satisfy ∂
∂pHi(x, p) = ∂

∂p(ρiφ)(x, p)gi(x, p), Hi(0) = 0, Hi(p) ≥ 0 for all p,
and Hi is bounded. Multiply (1.6) taken for i = 1 by g1 and (1.6) taken for
i = 2 by g2, add the two equations and integrate on Ω lead to

d

dt

∫
Ω

s1H1(x, p)dx +
d

dt

∫
Ω

s1H2(x, p)dx

+
∫

Ω
ρ1(p)ρ2(p)φ(x, p)(M1(s1) + M2(s2))K∇p · ∇p dx

+
∫

Ω
K∇p ·

(
ρ1M1(s1)

∫ p

0
∇φ(x, q)ρ2dq − ρ2M2(s2) ·

∫ p

0
∇xφ(x, q)ρ1dq

)
dx

+
∫

Ω
Kα1(s1) (ρ1 + ρ2)

∫ p

0
∇φ(x, q)ρ2dq · ∇s1 dx

+
∫

Ω
(ρ1(p)g1(p)s1 + ρ2(p)g2(p)s2)fP dx

=
∫

Ω
(ρ1(p)g1(p)sI

1 + ρ2(p)g2(p)sI
2)fIdx.

The main result of this paper is the following

Theorem 1.1. Let (H1) − (H6) hold. Let s0
i , p0 be defined almost every-

where in Ω. Then there exists (s1, p) satisfying

0 ≤ si(t, x) ≤ 1 a.e in QT , si ∈ L2(0, T ;H1
Γ1

), φ(p)ρi(p)si ∈ C0(0, T ;L2(Ω)), i = 1, 2,

the boundary conditions (1.7), the initial conditions (1.8, 1.9) and the weak
formulation for all ϕ ∈ L2(0, T ;H1

Γ1
),

〈∂t(φρisi), ϕ〉+
∫

QT

ρi(p)Mi(si)K∇xp · ∇ϕ dxdt

+
∫

QT

Kρi(p)α(s1)∇si · ∇ϕdxdt +
∫

QT

ρi(p)sifP ϕdxdt

=
∫

QT

ρi(p)sifIϕdxdt. i = 1, 2. (1.12)

Remark 1. If one of the phase is compressible, Theorem 1.1 still holds and
constitutes a generalization of the results given in ([10]) in the case of one
compressible phase and one incompressible phase. This is mainly due to
∂pφ > 0.

Remark 2. Assumption (H5) avoids the degeneracies in 0 and in 1 for
α. By reasoning as in ([11]), the problem of degeneracies can also been
considered.
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This paper gives a generalization of the strategies developped in [10, 11].
The method is extended to the situation where the porosity depends on
the global pressure p and on the space variable x. The situation when the
porosity depends on the global pressure has only been considered in [3] for
two incompressible flows. Denote that the case where φ depends only on p
can be solved by arguing as in [11] by changing ρ1 and ρ2 into φρ1 and φρ2.
This paper is organized as follows. The second section is devoted to the
resolution of an elliptic system which is a discretized version of (1.6). Section
3 deals with the passage to the limit in this discretized equation.

2 Study of a nonlinear elliptic system.

As in ([11]), consider the following equation which is discretized in time,

(φρi)(x, p)si − φ∗ρ∗i s
∗
i

h
− div

(
Kρi(p)Mi(si)∇p

)
− div(Kρi(p)α(s1)∇si)

+ρi(p)sifP = ρi(p)sI
i fI , i = 1, 2, (2.1)

together with the boundary conditions (1.7) and the initial conditions (1.8,
1.9) in the Hilbert space L2(Ω). Let PN in L2(Ω) be the projector on the
first N eigenvectors of the operator

p 7→ −div(K∇p)

defined on H1
Γ1

(Ω) for the boundary conditions (1.7). Let Z be defined by

Z(s) =


0 for s ≤ 0,
s for s ∈ [0, 1],
1 for s ≥ 1.

For N > 0 and ε > 0 fixed, consider (pN,ε, sN,ε
1 ) solution to

(φρ1)(x, pN,ε)Z(sN,ε
1 )− φ∗ρ∗1s

∗
1

h

−P∗Ndiv
(
K

( ρ1(x, pN,ε)
(φρ2)(x, pN,ε)

M1(s
N,ε
1 )

(
∇PN (

∫ pN,ε

0
φρ2(x, q)dq

)
−

∫ pN,ε

0
∇φ(x, q) ρ2(q)dq

)
−div

(
Kρ1(pN,ε)α(sN,ε

1 )∇sN,ε
1 )

)
+ ρ1(pN,ε)Z(sN,ε

1 )fP

= ρ1(pN,ε)sI
1fI , (2.2)
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(φρ2)(x, pN,ε)Z(sN,ε
2 )− φ∗ρ∗2s

∗
2

h
− div

(
Kρ2(pN,ε)(M2 + ε)∇pN,ε

)
−div

(
Kρ1(pN,ε)α(sN,ε

1 )∇sN,ε
2

)
+ ρ2(pN,ε)Z(sN,ε

2 )fP

= ρ2(pN,ε)sI
2fI , (2.3)

together with the boundary condition (1.7) and the initial conditions (1.8,
1.9). P∗N is the adjoint operator of PN for the scalar product of L2(Ω).
First, the existence of solutions to (2.2, 2.3) is performed in the following
proposition where the dependence of solutions on parameters N and ε is
omitted.

Proposition 1. Let φ∗ρ∗i s
∗
i ∈ L2. Then there exits (s1, p) ∈ HΓ1(Ω) ×

HΓ1(Ω), solution to (2.1) in the following weak sense∫
Ω

(φρ1)(x, p)Z(s1)− φ∗ρ∗1s
∗
1

h
ϕdx

+
∫

Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
[
∇xPN (

∫ p

0
(φρ2)(x, q)dq)

−
∫ pN,ε

0
∇φ(x, q) ρ2(q)dq

]
· PN (∇ϕ)dx

+
∫

Ω
Kρ1(p)α(s1)∇s1 · ∇ϕdx +

∫
QT

ρ1(p)Z(s1)fP ϕdx

=
∫

QT

ρ1(p)sI
1fIϕdx, (2.4)

∫
Ω

(φρ2)(x, p)Z(s2)− φ∗ρ∗2s
∗
2

h
ξdx +

∫
Ω

ρ2(p)(M2 + ε)K∇xp · ∇ξdx

+
∫

Ω
Kρ1(p)α(s1)∇s2 · ∇ξdx +

∫
QT

ρ2(p)Z(s2)fP ξdx

=
∫

QT

ρ2(p)sI
2fIξdx, (2.5)

for all (ϕ, ξ) ∈ HΓ1(Ω)×HΓ1(Ω).

Proof. (Proposition 1.) Consider s1 solution to

(φρ1)(x, p)Z(s1)− φ∗ρ∗1s
∗
1

h

−P∗Ndiv

(
K(

ρ1(x, p)
(φρ2)(x, p)

)M1(s1)
(
∇PN (

∫ p

0
(φρ2)(x, q)dq)−

∫ p

0
∇φ(x, q) ρ2(q)dq

))
−div

(
Kρ1(p)α(s1∇s1)

)
+ ρ1(p)Z(s1)fP = ρ1(p)sI

1fI . (2.6)
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For s2 = 1− s1, let p be solution to

(φρ2)(x, p)Z(s2)− φ∗ρ∗2s
∗
2

h
− div

(
Kρ2(p)(M2(s2) + ε)∇p

)
−div

(
Kρ1(p)α(s1)∇s1

)
+ ρ2(p)Z(s2)fP = ρ2(p)sI

2fI . (2.7)

The map T is well defined on L2(Ω) by using succesively the Lax Milgram
theorem in (2.6) and in (2.7).

Lemma 2.1. T is a continous and compact map from L2 into itself.

Proof. (Lemma 2.1.) Consider a sequence (s1,n, pn) bounded in
L2(Ω)× L2(Ω). The sequence (s1,n, pn) satisfies∫

Ω

(φρ1)(x, pn)Z(s1,n)− φ∗ρ∗1s
∗
1

h
ϕ dx

+
∫

Ω

ρ1(x, pn)
(φρ2)(x, pn)

M1(s1)K
(
∇xPN (

∫ pn

0
(φρ2)(x, q)dq)

−
∫ pn

0
∇φ(x, q)ρ2(q)dq

)
· PN (∇ϕ)dx

+
∫

Ω
Kρ1(pn)α(s1,n)∇s1,n · ∇ϕdx +

∫
QT

ρ1(pn)Z(s1)fP ϕdx

=
∫

QT

ρ1(pn)sI
1fIϕdx, (2.8)

∫
Ω

(φρ2)(x, pn)Z(s2,n)− φ∗ρ∗2s
∗
2

h
ξdx +

∫
Ω

ρ2(pn)(M2 + ε)K∇pn · ∇ξdx

+
∫

Ω
Kρ1(pn)α(s1)∇s2,n · ∇ξdx +

∫
QT

ρ2(pn)Z(s2,n)fP ξdx

=
∫

QT

ρ2(pn)sI
2fIξdx, (2.9)

for all (ϕ, ξ) ∈ HΓ1(Ω)×HΓ1(Ω).
So by taking ϕ = s1,n ∈ HΓ1(Ω) in (2.8) and by using the assumptions (H5)
and (H6), it holds that∫

Ω
|∇s1,n|2dx ≤ C + C‖s1,n‖2

L2(Ω) + C‖∇PN (
∫ pn

0
(φρ2)(q)dq‖2

L2(Ω),
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where C is independent of n. So

‖PN

(
φ(x, pn)ρ2(pn)∇pn

)
‖L2(Ω) ≤ CN‖

∫ pn

0
φ(x, q)ρ2(q)dq‖L2(Ω)

≤ CNρMφM‖pn‖L2(Ω).

So from the Poincarre inequality, (s1,n)n∈N is uniformly bounded in H1
Γ1

(Ω).
By taking ξ = pn in (2.9), it holds that

ε

∫
Ω
|∇pn|2dx ≤ C(1 + ‖∇s1,n‖2

L2(Ω)).

By using the Poincarre inequality, (pn)n∈N is bounded in H1
Γ1

(Ω). Hence T
is a compact map in L2(Ω)× L2(Ω).

Lemma 2.2. There exists r > 0 such that if (s1, p) = λT (s1, p)
with λ ∈]0, 1[, then

‖(s1, p)‖L2(Ω)×L2(Ω) ≤ r.

Proof. (Lemma 3.8.) Assume (s1, p) = λT (s1, p). Then (s1, p) satisfies

λ

∫
Ω

(φρ1)(x, p)Z(s1)− φ∗ρ∗1s
∗
1

h
ϕdx

+λ

∫
Ω

ρ1(p)
φρ2(p)

M1(s1)K
(
PN

(
(φρ2)(p)∇p

)
−

∫ p

0
∇φ(x, q)ρ2(q)dq

)
· ∇xPNϕdx

+
∫

Ω
Kρ1(p)α(s1)∇s1 · ∇ϕdx +

∫
QT

ρ1(p)Z(s1)fP ϕdx

= λ

∫
QT

ρ1(p)sI
1fIϕdx,

λ

∫
Ω

(φρ2)(x, p)Z(s2)− φ∗ρ∗2s
∗
2

h
ξdx +

∫
Ω

ρ2(p)(M2 + ε)K∇p · ∇ξdx

+
∫

Ω
Kρ1(p)α(s1)∇s2 · ∇ξdx + λ

∫
QT

ρ2(p)Z(s2)fP ξdx

= λ

∫
QT

ρ2(p)sI
2fIξdx, (2.10)

for all (ϕ, ξ) ∈ HΓ1(Ω)×HΓ1(Ω).
By setting ϕ = g1(x, p) =

∫ p
0 φ(x, q)ρ2(q)dq ∈ H1

Γ1
(Ω) and
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ξ = g2(x, p) =
∫ p
0 φ(x, q)ρ1(q)dq ∈ H1

Γ1
(Ω) and by adding the two quantities,

it holds that

λ

h

∫
Ω

(
φρ1)(p)Z(s1)− φ∗ρ∗1s

∗
1)g1(p) + ((φρ2)(p)Z(s2)− φ∗ρ∗2s

∗
2)g2(p)

)
dx

+λ

∫
Ω

ρ1(p)
(φρ2)(p)

M1(s1)KPN

(
(φρ2)(p)∇p

)
· PN ((φρ2)(p)∇p)dx

+
∫

Ω

ρ1(p)
(φρ2)(p)

M1(s1)KPN

( ∫ p

0
φ(x, p)ρ2(q)dq

)
· ∇xPN

( ∫ p

0
φ(x, p)ρ2(q)dq

)
dx

+
∫

Ω
Kα(s1)∇s1 ·

( ∫ p

0
∇φ(x, q)(ρ2(q)− ρ1(q)dq)

)
dx

+
∫

Ω
ρ2(q) (M2 + ε)|∇p|2dx

+
∫

Ω
ρ2(p) (M2 + ε)K∇p ·

( ∫ p

0
∇φ(x, q)ρ1(q)dq

)
dx

+
∫

Ω
Kρ1(p)α(s1)∇s1 · ∇ϕdx +

∫
QT

(ρ1(p)Z(s1)g1(p) + ρ2(p)Z(s2)g2(p))fP dx

= λ

∫
QT

(
ρ1(p)sI

1fIg1(p) + ρ2(p)sI
2fIg2(p)

)
dx.

So we get the estimate

ε

∫
Ω
|∇p|2dx ≤

∣∣ ∫
Ω

Kρ1(p)α1(s1)∇s1 ·
( ∫ p

0
∇φ(x, q)(ρ2(q)− ρ1(q))dq

)∣∣
+λ

∣∣ ∫
Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
( ∫ p

0
∇xφ(x, p)ρ2(q)dq

)
· ∇xPN

( ∫ p

0
(φρ2)(q)dq

)∣∣dx

+
∣∣ ∫

Ω
ρ2(p)(M2 + ε)∇p ·

( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx

∣∣
+c(‖fP ‖2

L2(Ω) + ‖fI‖2
L2(Ω) + ‖φ∗ρ∗1s∗1‖+ ‖φ∗ρ∗2s∗2‖). (2.11)

Remark 3. Denote that ε garantees that there is k > 0 such that
(M2 + ε) ≥ k. M2 does not satisfy such an inequality because M2(1) = 0.

From Green formula, it holds that∫
Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
( ∫ p

0
∇xφ(x, p)ρ2(q)dq

)
· ∇xPN

( ∫ p

0
(φρ2)(q)dq

)
dx

= −
∫

Ω
div(

ρ1(p)
(φρ2)(x, p)

M1(s1)K)
( ∫ p

0
∇xφ(x, p)ρ2(q)dq

)
PN

( ∫ p

0
(φρ2)(q)dq

)
−

∫
Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K div
( ∫ p

0
∇xφ(x, q)ρ2(q)dq

)
PN (

∫ p

0
φ(x, q)ρ2(q)dq
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with∫
Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K div
( ∫ p

0
(∇φ(x, q)ρ2(q))dq

)
PN (

∫ p

0
φ(x, q)ρ2(q)dq

=
∫

Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
(
∇xp · ∇φ(x, p)ρ2(p)

)
PN (

∫ p

0
φ(x, q)ρ2(q)dq∫

Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
( ∫ p

0
∆φ(x, q)ρ2(q)dq

)
PN (

∫ p

0
φ(x, q)ρ2(q)dq.

From Cauchy-Schwartz inequality and assumption (H6), it holds that for
any τ > 0,

∣∣ ∫
Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)K
( ∫ p

0
∇φ(x, p)ρ2(q)dq

)
· ∇PN

( ∫ p

0
(φρ2)(q)dq

)
dx

∣∣
≤ C + τ(‖∇p‖2

L2(Ω) + ‖∇s‖2
L2(Ω))

From the Cauchy-Schwartz inequality, it holds that for any τ > 0,∣∣ ∫
Ω

Kρ1(p)α1(s1)∇s1 ·
( ∫ p

0
∇φ(x, q)(ρ2(q)− ρ1(q))dq

)∣∣
≤ τ‖∇s1‖2 + C̃‖

∫ p

0
∇φ(x, q)dq‖2,

|
∫

Ω
ρ2(p)(M2 + ε)∇p ·

( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx|

≤ τ‖∇p‖2 + C̃‖
∫ p

0
∇φ(x, q)dq‖2,

λ
∣∣ ∫

Ω

ρ1(p)
(φρ2)(x, p)

M1(s1)KPN

(
(φρ2)(p)∇p

)
· PN

( ∫ p

0
∇φ(x, p)ρ2(q)dq

)
dx

∣∣
≤ λτ‖∇p‖2 + C̃‖

∫ p

0
∇φ(x, q)dq‖2.

Hence (2.11) leads to∫
Ω
|∇p|2dx ≤ C̃‖

∫ p

0
∇φ(x, q)dq‖2 + τ‖∇xs1‖2

+ c(‖fP ‖2
L2(Ω) + ‖fI‖2

L2(Ω) + ‖φ∗ρ∗1s∗1‖+ ‖φ∗ρ∗2s∗2‖). (2.12)
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Hence by taking ξ = −s1 in (2.10), we get∫
Ω

Kρ1(p)α(s1)|∇s1|2dx = λ

∫
Ω

(φρ2)(p)Z(s2)− φ∗ρ∗2s
∗
2

h
s1dx

+
∫

Ω
ρ2(p)(M2 + ε)K∇p · ∇s1dx + λ

∫
QT

ρ2(p)Z(s2)fP s1dx

+λ

∫
QT

ρ2(p)sI
2fIs1dx.

From the Cauchy-Schwartz inequality, we get for any τ > 0,∫
Ω

ρ2(p)(M2 + ε)K∇p · ∇s1dx ≤ τ‖∇s1‖+ C̃‖∇p‖.

So by chosing τ small enough, it holds that

‖∇s1‖2 ≤ C + C‖∇p‖.

So by using the inequality (2.14), we get

‖∇s1‖2 ≤ C + τ‖∇s1‖2

+ C(‖fP ‖2
L2(Ω) + ‖fI‖2

L2(Ω) + ‖φ∗ρ∗1s∗1‖+ ‖φ∗ρ∗2s∗2‖).

Hence, by chosing τ small enough we obtain

‖∇s1‖L2(Ω) ≤ C (2.13)

with C independent of λ and the result follows from (2.14).

Proof. (Proposition 1.) So the Leray-Schauder fixed point ([12]) theorem
can be applied. This proves the existence of a solution to the system (2.4,
2.5). Then Proposition 1 is shown.

By arguing as previously with λ = 1, we can prove as for (2.14) that

‖∇s1‖L2(Ω) ≤ C1

with C1 independant of N . Then reasonning like for the proof of 2.14, we
can prove that p satisfies∫

Ω
|∇p|2dx ≤ C̃‖

∫ p

0
∇φ(x, q)dq‖2 + τ‖∇s1‖2

+ c1(‖fP ‖2
L2(Ω) + ‖fI‖2

L2(Ω) + ‖φ∗ρ∗1s∗1‖+ ‖φ∗ρ∗2s∗2‖),(2.14)
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with c1 independant of N .
Therefore (s1,N , pN ) converge to (s1, p) weakly in H1

Γ1
(Ω), strongly in L2(Ω)

and a.e in Ω. By arguing as in ([11]), we can pass to the limit with respect
to the N variable in the system (2.4, 2.5). Thus the following system is
obtained∫

Ω

(φρ1)(x, pε)Z(s1,ε)− φ∗ρ∗1s
∗
1

h
ϕdx +

∫
Ω

ρ1(pε)M1(s1)K∇pε · (∇ϕ)dx

+
∫

Ω
Kρ1(pε)α(s1,ε)∇s1,ε · ∇ϕdx +

∫
QT

ρ1(pε)Z(s1,ε)fP ϕdx

=
∫

QT

ρ1(pε)sI
1fIϕdx, (2.15)

∫
Ω

(φρ2)(x, pε)Z(s2,ε)− φ∗ρ∗2s
∗
2

h
ξdx +

∫
Ω

ρ2(pε)(M2 + ε)K∇xpε · ∇ξdx

+
∫

Ω
Kρ1(pε)α(s1,ε)∇xs2,ε · ∇xξdx +

∫
QT

ρ2(pε)Z(s2,ε)fP ξdx

=
∫

QT

ρ2(pε)sI
2fIξdx, (2.16)

for all (ϕ, ξ) ∈ HΓ1(Ω)×HΓ1(Ω).
In order to obtain compactness on the sequences pε and s1,ε, we shall use
the following lemma which furnishes uniform bounds on ∇pε and ∇s1,ε with
respect to ε.

Lemma 2.3. There are nonnegative constant c1 and c2 independent of ε
such that ∫

Ω
|∇pε|2dxdt ≤ c1, (2.17)∫

Ω
α(s1,ε)|∇s1,ε|2dxdt ≤ c2. (2.18)

Proof. (Lemma 2.3.) By taking ϕ = g1(p) ∈ H1
Γ1

(Ω) in (2.15), ξ = g2(p) ∈

13



H1
Γ1

(Ω) in (2.16) and by summing these quantities, it holds that

1
h

∫
Ω

((
(φρ1)(x, pεZ(s1,ε)− φ∗ρ∗1s

∗
1

)
g1(pε) +

(
(φρ2)(x, pε)Z(s1,ε)− φ∗ρ∗2s

∗
2

)
g2(pε)

)
dx

+
∫

Ω
ρ1(pε)ρ2(pε)

(
M1(s1,ε) + M2(s2,ε) + ε

)
K∇pε · ∇pεdx

+
∫

Ω

(
ρ1(pε)Z(s1,ε)g1(pε) + ρ2(pε)Z(s2,ε)g2(pε)

)
fP dx

=
∫

Ω

(
ρ1(pε)sI

1g1(pε) + ρ2(pε)sI
2g2(pε)

)
fIdx.

By using assumption (H2), we have

M1(s1,ε) + M2(1− s1,ε) + ε ≥ m0.

So there is C > 0 independent of ε such that∫
Ω
|∇pε|2dx ≤ C(‖fP ‖2

L2(Ω) + ‖fI‖2
L2(Ω) + ‖φ∗ρ∗1s∗1‖2

L2(Ω) + ‖φ∗ρ∗2s∗2‖2
L2(Ω)).

Therefore the inequality (2.17) is shown.
By taking ϕ = −s1,ε in (2.15), it holds that∫

Ω
Kρ1(pε)α(s1,ε)∇s1,ε · ∇s1,εdx =

∫
Ω

(φρ2)(p)Z(s2)− φ∗ρ∗2s
∗
2

h
s1,εdx

+
∫

Ω
ρ2(p)(M2 + ε)K∇p · ∇s1dx +

∫
QT

ρ2(p)Z(s2)fP s1dx

+
∫

QT

ρ2(p)sI
2fIs1dx.

From assumptions (H1), (H4), (H5) and by using Cauchy-Schwartz inequal-
ity, it holds that∫

Ω
|∇s1,ε|2dx ≤ C + C1‖∇p‖2

L2(Ω) + C2(‖fP ‖2
L2(Ω) + ‖fI‖2

L2(Ω)).

Then, by using (2.17), (2.18) follows.

The passage to the limit with respect to ε is performed in the following
proposition.

14



Proposition 2. Let s∗i ≥ 0, ρ∗i ≥ 0, φ∗ ≥ 0 such that s∗i ρ
∗
i φ
∗ ∈ L2(Ω).

Then there is (s1, p) ∈ H1
Γ1

(Ω) × H1
Γ1

(Ω) such that 0 ≤ si ≤ 1 a.e. in Ω
satisfying∫

Ω

(φρ1)(x, p)s1 − φ∗ρ∗1s
∗
1

h
ϕdx +

∫
Ω

ρ1(p)M1(s1)K∇p · (∇ϕ)dx

+
∫

Ω
Kρ1(p)α(s1)∇xs1 · ∇ϕdx +

∫
QT

ρ1(p)s1fP ϕdx

=
∫

QT

ρ1(p)sI
1fIϕdx, (2.19)

∫
Ω

(φρ2)(x, p)s2 − φ∗ρ∗2s
∗
2

h
ξdx +

∫
Ω

ρ2(p)M2(s1)K∇p · ∇ξdx

+
∫

Ω
Kρ1(p)α(s1)∇s2 · ∇ξdx +

∫
QT

ρ2(pε)s2fP ξdx

=
∫

QT

ρ2(p)sI
2fIξdx, (2.20)

for all (ϕ, ξ) ∈ HΓ1(Ω)×HΓ1(Ω).

The proof is analogous to the proof given in ([11]). �

3 End of the proof of Theorem 1.1.

In this section, the aim is to pass to the limit when h → 0 in order to get
the continous problem in time. Consider T > 0, N ∈ N∗ and h = T

N . Define
the sequence (sn

1,h, pn
h)n∈N by

p0
h = p0, s0

i,h = s0
i in Ω.

Let (fP )n+1
h and (fI)n+1

h be defined by

(fP )n+1
h =

1
h

∫ (n+1)h

nh
fP (τ)dτ, (fI)n+1

h =
1
h

∫ (n+1)h

nh
fI(τ)dτ,

(sI
i )

n+1
h =

1
h

∫ (n+1)h

nh
sI
i (τ)dτ.
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For all n ∈ [0, N −1], consider (sn
1,h, pn

h) ∈ L2(Ω)×L2(Ω), with 0 ≤ sn
1,h ≤ 1

and let (sn+1
i,h , pn+1

h ) be solution to the system

(φρ1)(x, pn+1
h )sn+1

1,h − (φρ1)(pn
h)sn

1,h

h
− div

(
K(ρ1(pn+1

h )M1(sn+1
1,h )∇pn+1

h

)
−div(Kρ1(pn+1

h )α(sn+1
1,h )∇xsn+1

1,h ) + ρ1(pn+1
h )sn+1

1,h (fP )n+1
h

= ρ1(pn+1
h )

(
sI
1

)n+1

h

(
fI

)n+1

h
, (3.1)

(φρ2)(x, pn+1
h )sn+1

2,h − (φρ2)(x, pn
h)sn

2,h

h
− div(Kρ2(pn+1

h )(M2(sn+1
2,h ))∇pn+1

h )

−div
(
Kρ1(pn+1

h )α(sn+1
1,h )∇sn+1

2,h

)
+ ρ2(pn+1

h )sn+1
1,h (fP )n+1

h

= ρ2(pn+1
h )(sI

2)
n+1
h (fI)n+1

h , (3.2)

with the boundary conditions (1.7). Proposition 2 implies that the sequence
is well defined.

Lemma 3.1. There is C independent of h such that

1
h

∫
Ω
(H1(x, pn+1

h )sn+1
1,h −H1(x, pn

h)sn
1,h +H2(x, pn+1

h )sn+1
2,h −H2(x, pn

h)sn
2,h)dx

+
∫

Ω
|∇pn+1

h |2dx

≤ τ

∫
Ω
|∇sn+1

1,h |2dx + C(‖(fP )n+1
h ‖2

L2(Ω) + ‖(fI)n+1
h ‖2

L2(Ω)), (3.3)

1
h

∫
Ω
(|φρ1)(pn+1

h )sn+1
1,h |2 − |(φρ1)(pn

h)sn
1,h|2)dx +

∫
Ω
|∇sn+1

1,h |2dx

≤ C(‖(fP )n+1
h ‖2

L2(Ω) + ‖(fI)n+1
h ‖2

L2(Ω) + ‖∇pn+1
h ‖2

L2(Ω)). (3.4)

Proof. (Lemma 3.1.) By reasonning as in ([11]), it holds that[
(ρ1φ)(x, p)s1 − (ρ1φ)(p∗)s∗1

]
g1(p) +

[
(ρ2φ)(p)s2 − (ρ2φ)(p∗)s∗2

]
g2(p)

≥ H1(p)s1 −H1(p∗)s∗1 +H2(x, p)s2 −H2(p∗)s∗2. (3.5)

By multiplying (3.1) with g1(pn+1
h ), (3.2) with g2(pn+1

h ) by adding the two
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obtained equations and by using (3.5), it holds that

1
h

∫
Ω

(
H1(x, pn+1

h )sn+1
1,h −H1(x, pn

h)sn
1,h +H2(x, pn+1

h )sn+1
2,h −H2(x, pn

h)sn
2,h

)
dx

+
∫

Ω
ρ1(pn+1

h )ρ2(pn+1
h )M(sn+1

1,h )K |∇pn+1
h |2dx

+
∫

Ω
(ρ1(pn+1

h )sn+1
1,h g1(pn+1

h ) + ρ2(pn+1
h )sn+1

2,h g2(pn+1
h ))(fP )n+1

h dx

≤
∫

Ω
(ρ1(pn

h)(sI
1)

n+1
h g1(pn+1

h ) + ρ2(pn
h)(sI

2)
n+1
h g2(pn+1

h ))dx

+
∣∣ ∫

Ω
Kρ1(pn+1

h )M1(sn+1
1,h )∇pn+1

h ·
( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx

∣∣
+

∣∣ ∫
Ω

Kρ1(pn+1
h )M1(sn+1

1,h )∇sn+1
1,h ·

( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx

∣∣
+

∣∣ ∫
Ω

Kρ2(pn+1
h )M2(sn+1

2,h )∇pn+1
h ·

( ∫ p

0
∇φ(x, q)ρ1(q)dq

)
dxbig|

+
∣∣ ∫

Ω
Kρ2(pn+1

h )M1(sn+1
1,h )∇sn+1

1,h ·
( ∫ p

0
∇φ(x, q)ρ1(q)dq

)
dx

∣∣.
By using the Cauchy-Schwartz inequality, for any τ > 0 there is a nonnegtive
constant C̃τ , such that

|
∫

Ω
Kρ1(pn+1

h )M1(sn+1
1,h )∇pn+1

h ·
( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx|

≤ C̃ + τ‖∇pn+1
h ‖2,

|
∫

Ω
Kρ1(pn+1

h )M1(sn+1
1,h )∇sn+1

1,h ·
( ∫ p

0
∇φ(x, q)ρ2(q)dq

)
dx|

≤ C̃ + τ‖∇sn+1
1,h ‖2,

|
∫

Ω
Kρ2(pn+1

h )M2(sn+1
2,h )∇pn+1

h ·
( ∫ p

0
∇φ(x, q)ρ1(q)dq

)
dx|

≤ C̃ + τ‖∇pn+1
h ‖2,

|
∫

Ω
Kρ2(pn+1

h )M1(sn+1
1,h )∇sn+1

1,h ·
( ∫ p

0
∇φ(x, q)ρ1(q)dq

)
dx

≤ C̃ + τ‖∇sn+1
1,h ‖2.

17



So (3.3) holds by chosing τ small enough. In order to get inequality (3.4),
multiply (3.1) by (φρ1)(pn+1

h ) and integrate on Ω. So we get that

1
h

∫
Ω

(
(φρ1)(pn+1

h )sn+1
1,h − (φρ1)(pn

h)sn
1,h

)
(φρ1)(pn+1

h )sn+1
1,h dx

+
∫

Ω
(Kρ1(pn+1

h ) α(sn+1
1,h )∇sn+1

1,h · ∇((φρ1)(pn+1
h )sn+1

1,h )dx

+
∫

Ω
K ρ1(pn+1

h )M1(sn+1
1,h )∇pn+1

h · ∇
(
(φρ1)(pn+1

h )sn+1
1,h

)
dx

+
∫

Ω
φ(pn+1

h )(ρ1(pn+1
h ))2(sn+1

1,h )2(fP )n+1
h dx

≤
∫

Ω
φ(pn+1

h )(ρ1(pn+1
h ))2 sn+1

1,h (sI
1)

n+1
h (fI)n+1

h dx.

From the relation

∇((φρ1)(x, pn+1
h )) = ∇φ(x, pn+1

h )ρ1(pn+1
h ) + ∂pφ(x, pn+1

h )∇pn+1
h ρ1(pn+1

h )
+ φ(x, pn+1

h )ρ′1(p
n+1
h )∇pn+1

h ,

it holds that

1
2h

∫
Ω

(
|(φρ1)(pn+1

h )sn+1
1,h |2 − |(φρ1)(pn

h)∇sn
1,h|2

)
dx

+
∫

Ω
K|ρ1(pn+1

h )|φ(pn+1
h )α(sn+1

1,h )∇sn+1
1,h · ∇sn+1

1,h dx

≤
∫

Ω
Kρ1(pn+1

h )(α(sn+1
1,h )

∂

∂p
(φρ1)(pn+1

h ) + M1(sn+1
1,h )(φρ1)(pn+1

h ))|∇pn+1
h · ∇sn+1

1,h |dx

+
∫

Ω
Kρ1(pn+1

h )M1(sn+1
1,h )

∂

∂p
(φρ1)(pn+1

h )|∇pn+1
h |2dx + C(‖(fP )n+1

h ‖2 + ‖(fI)n+1
h ‖2).

By using the assumptions (H1), (H4), (H5) the proof of Lemma 3.1 follows.

For any sequence (un
h)n∈N, denote

uh(0) = 0,

uh(t) =
N−1∑
n=0

un
hχ]nh,(n+1)h[(t), ∀t ∈]0, T ], (3.6)

ũh(t) =
N−1∑
n=0

(1 + n− t

h
)un

h + (
t

h
)nun+1

h χ[nh,(n+1)h](t), ∀t ∈ [0, T ]. (3.7)
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So,

∂tũh =
1
h

N−1∑
n=0

(
un+1

h − un
h

)
χ]nh,(n+1)h[(t), ∀t ∈ [0, T ]\{∪N

n=0nh}.

Let ph and sh be defined as in (3.6). In the same way we define rn
i,h the

function such that rn
i,h = (φρi)(pn

h)s1,h and r̃n
i,h the associated function as in

(3.7).
Analogously we can define the functions fP,h and fI,h associated to fn+1

P,h

and fn+1
I,h .

Lemma 3.2.

(ph)h is uniformly bounded in L2(0, T ;HΓ1(Ω)), (3.8)
(s1,h)h is uniformly bounded in L2(0, T ;HΓ1(Ω)), (3.9)
(ri,h)h is uniformly bounded in L2(0, T ;HΓ1(Ω)), i = 1, 2, (3.10)
(∂tr̃i,h)h is uniformly bounded in L2(0, T ; (HΓ1(Ω))′), i = 1, 2. (3.11)

Proof. (Lemma 3.2.) Multiply by (3.3) by h and sum from n = 0 to n =
N − 1,∫

Ω

(
H1(ph(T )) s1,h(T ) +H2(ph(T )) s2,h(T )

)
dx +

∫
QT

|∇p|2dxdt

≤
∫

Ω

(
H1(p0) s1,h(0) +H2(p0) s2,h(0)

)
dx

+τ

∫
QT

|∇s1,h|2dxdt + C(‖fP ‖2
L2(QT ) + ‖fI‖2

L2(QT )).

By summing (3.4) from 0 to n = N − 1, it holds that∫
Ω

φ |ρ1(ph(T ))s1,h(T )|2dx +
∫

QT

|∇s1,h|2dxdt

≤
∫

Ω
φ |s1,h(0)|2dx + C(‖fP ‖2

L2(QT ) + ‖fI‖2
L2(QT ))

+
∫

QT

|∇xp|2dxdt. (3.12)

So ∫
QT

|∇p|2dxdt ≤
∫

Ω

(
H1(p0) s1,h(0) +H2(p0) s2,h(0)

)
dx

+ τ

∫
Ω

φ |s1,h(0)|2dx + τ

∫
QT

|∇p|2dxdt

+ C̃(‖fP ‖2
L2(QT ) + ‖fI‖2

L2(QT )).

19



And the control of ∇p follows by chosing τ small enough. The control of
∇s1,h is then given by (3.12). As

∇ri,h =
N−1∑
n=0

(
∂p(φρi)si,h∇ph + (φρi)(ph)∇si,h

)
χ]nh,(n+1)h].

(H4), (3.8) and (3.9) lead to (3.10).
For any ϕ ∈ L2(0, T ;H1

Γ1
(Ω)),

〈∂tr̃i,h, ϕ〉 = −
∫

QT

ρi(ph)Mi(si,h)K∇ph · ∇ϕdxdt

−
∫

QT

ρi(ph)α(si,h)K∇s1,h · ∇ϕdxdt

−
∫

QT

ρi(ph)si,hfP,hϕdxdt−
∫

QT

ρi(ph)si,hfI,hϕdxdt.

So from the previous estimates, (3.11) is obtained.

By arguing as in ([11]), we can show the following Propsition.

Lemma 3.3. For ri,h, r̃i,h, s1,h, ph and Mi,h defined previously, it holds
that when h → 0

ri,h − r̃i,h → 0 strongly in L2(QT ),
s1,h → s1 weakly in L2(0, T ;H1

Γ1
(Ω)),

ph → p weakly in L2(0, T ;H1
Γ1

(Ω)),
ri,h → ri strongly in L2(QT ).

Proof. (Theorem 1.1) Consider the following weak formulation for any i ∈
{1, 2},

〈∂tr̃i,h, ϕ〉+
∫

QT

ρi(ph)Mi(si,h)K∇xp · ∇ϕdxdt

+
∫

QT

ρi(ph)α(si,h)K∇s1,h · ∇ϕdxdt +
∫

QT

ρi(ph) si,h fP,hϕdxdt

=
∫

QT

ρi(ph) (sI
i )h fI,hϕdxdt, (3.13)

where ϕ ∈ L2(0, T ;H1(Ω)).
According to Proposition 3.3, we can pass to the limit into the equation
(3.13). So Theorem 1.1 is establised.
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